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ABSTRACT 

The heart murmur signal is an acoustic signal and presents artefacts when its path is tracked in a non-optimal 

manner. The sound signal is very similar to the light wave and takes the shortest path when travelling from one region to 

another. The heart murmur occurs inside the heart chamber (mechanical model of the heart) but is sensed external to it 

using a microphone or stethoscope. This difference in the distance between the occurrence point and the sensing point 

itself is an artefact at the sensing point. Thus, further transforms acting on the sensed signal to extract the features out of 

it is like an invasive mathematical operation on the data and increases the artefacts. In this paper, non-invasive 

mathematical approach for analysing the data from the sensing point using image based approach is presented. Our 

approach of content extraction in this paper searches for the content in the input rather following traditional text mining 

techniques and translational issues.  

 
Keywords: content extraction, heart murmur, hamming distance, image processing and phonocardiogram. 

 

INTRODUCTION 

The requirement of preserving the richness of the 

data from one node to another requires a non-invasive 

model to handle the data. This implies just observing the 

data, but not uses lossy mathematical transformations to it. 

The heart murmur signal is one category, where feeble but 

rich information is available from the heart chamber to the 

sensing unit. From basic reflection theory, the richness in 

data is maximized if the shortest path theory by default 

travelled by the acoustic wave from the originating to the 

sensing node. Any lossy mathematical operation on this 

data, to extract the feature vectors is equivalent to bending 

the acoustic wave and making it to reach the sensing node 

in multiple non-optimal ways. In terms of accuracy, this 

implies unintentional addition of artifacts. In this context, 

the total distance finding problem is the problem of 

looking for short segments that are over-represented 

among a set of long sequences. Deterministic 

Combinatorial approaches based on word statistics and 

probabilistic approaches based on local multiple sequence 

alignment are the two known approaches for finding 

similar patterns. The total Hamming distance is the sum of 

the Hamming distance between the original string and 

each closest match. Then this process is repeated for every 

possible distinct string of length l (which is 4_ strings) to 

find the string that has the minimum total Hamming 

Distance. The string with the minimum total Hamming 

distance is the “Median String,” which, interestingly 
enough, is the same as the consensus string. So, once the 

Median String has been found, the original method using 

the profile matrix can be run backwards to find the closest 

matching string in each image sequence-the closest match 

being the one with the smallest Hamming distance as 

compared to the Median String.  

 

PCG HEART SIGNAL 
Many diseases of the heart cause changes in the 

heart sounds and additional murmurs before other signs 

and symptoms appear. Heart sound analysis by 

auscultation is the primary test conducted by physicians or 

cardiologists to assess the condition of the heart. A 

classical example of acoustic signals is phonocardiography 

(PCG) signal - an acoustic recording and plot of heart 

sound and murmur signals as function of time. These 

sounds provide an indication of the heart rate, rhythmicity, 

noise-like features, and efficiency of heart valves and 

provide valuable clinical information. They also give 

clinical information regarding effectiveness of blood 

pumping and heart valve action. Auscultation is a process 

of listening to heart sounds and murmurs using acoustical 

stethoscope and making clinical decisions related to heart 

diseases, in particular the valvular diseases.  Sample PCG 

signals are shown in Figure-1. 

 

 
 

Figure-1. Sample of PCG signals. 

 

 

 



                               VOL. 10, NO. 18, OCTOBER 2015                                                                                                            ISSN 1819-6608 

ARPN Journal of Engineering and Applied Sciences 
©2006-2015 Asian Research Publishing Network (ARPN). All rights reserved. 

 
www.arpnjournals.com 

 

 
                                                                                                                                                      8244 

METHODOLOGY 
 The low frequency heart murmur signal is first 

considered as overlapping frames of variable length. 

 These frames are trained to maximize the mutual 

information (MMI) and minimize false classification 

by maximizing the Hamming distance among the 

vectors. 

 

CONTENT EXTRACTION STUDIES 

 

Pattern matching 

Pattern matching is used to compute similarities 

between images and prototypes, which can be treated with 

transformations like translation and rotation. Pattern 

matching techniques are vital in analyzing document 

images and web documents. Documents in general are 

scanned into a binary image, and then any operations are 

performed, like page segmentation, character 

identification, erosion, dilation of binary image 

morphology. They can be used for extracting pixel 

aggregations. We can use them in image processing and 

for subsequent analysis. These are in general translational 

invariant. We can use them for treating both foreground 

and background simultaneously irrespective of connected 

component analysis. Further, there exist a variety of 

methods for controlling the noise immunity of these 

operations. One of the most important uses of pattern 

matching is in the analysis of character shapes. For binary 

input, the result of image processing can be either binary 

or gray scale images. Binary results are much faster to 

compute, but they contain less information. Even for 

binary output, the internal operations can be integer or 

Boolean. For integer operations, such as convolution and 

threshold convolution, noise immunity in general is 

attained in performing costly arithmetic operations on each 

of the pixel. 

 

Distance measures and alignments 

The Hamming distance calculation rigidly 

assumes that the i
th

 symbol of one sequence is already 

aligned against the i
th

 symbol of the other. However, it is 

often the case that the i
th

 symbol in one sequence 

corresponds to a symbol at a different-and unknown-

position in the other. To differentiate the falling and sitting 

scenarios from the captured video frame, the concept of 

total distance is used. It is appropriate to use total distance 

and make use of the three operations delete, insertion and 

substitution to map the received frame with the reference 

frame. 

 

Methodology 

a) Measure the total distance of the received 

frame with respect to the reference frame. This is defined 

as the number of operations required to match the pixels of 

the received frame with the reference frame within a 

threshold value. 

b) Compute the minimum of the total distance 

ed1 and ed2 and perform decision.  

 

∴ ݁݀ଵ = ∑ ∑[�௜/�ሺ݅, ݆ሻ − �௥௘௙భሺ݅, ݆]ଷ
௝=ଵ

ଷ
௜=ଵ  

and ∴ ݁݀ଶ = ∑ ∑[�௜/�ሺ݅, ݆ሻ − �௥௘௙మሺ݅, ݆]ଷ
௝=ଵ

ଷ
௜=ଵ  

and min(݁ௗభ , ݁ௗమ)Vsub-blocks decide the closest match of 

the captured frame with the individual reference frames. 

 

Illustrations 

 

Let the (i,j) sub blocks of k
th

 frame is given below 

 

128 127 132 

119 118 128 

121 122 126 

 

3*3 sub block of k
th

 frame 

Let the sub block of k
th

 reference frame for scenario-1is 

given below: 

 

128 127 131 

119 118 127 

121 122 12 

 

Similarly, for reference frame -II, the pixel values for the 

sub block is given below: 

 

112 125 119 

122 127 117 

121 118 126 

 

Algorithm 

 

For k
th

 scanned image 

1) Read i
th

 block values 

2) Compute Hamming distance for median string of 

length ͚l͛ 
3) Compute the minimum Hamming distance of (2) 

4) Repeat (1) to (3) for (i+1)
th

 block to cover all sub-

blocks of the scanned image 

5) Obtain the vector representing the minimum 

Hamming distance of all the NxN sub-blocks of 

the kth scanned image 

6) Repeat steps (1) to (5) for other images 

representing the same context. 

 

DECISION ALGORITHM 

From the individual vectors for the scanned 

images obtained using the Total distance finding 

algorithm, a decision threshold is chosen to determine a 

correlated consensus value. As mentioned in Table-

2(Refer Annexure), Poor correlation indicates identical 

number of zeroes in the sub blocks between two pixel-

maps. For example, using these different classes of PCG 

signals are packed in separate bins. 

 



                               VOL. 10, NO. 18, OCTOBER 2015                                                                                                            ISSN 1819-6608 

ARPN Journal of Engineering and Applied Sciences 
©2006-2015 Asian Research Publishing Network (ARPN). All rights reserved. 

 
www.arpnjournals.com 

 

 
                                                                                                                                                      8245 

Table-2 Comparison of Δx with x 

From Table-2 (Refer Annexure), the 

complementary total distance ݁ௗ̃ is computed and the 

image with ݁ௗ̃ above a set threshold (in this work 5) is 

grouped into the same bin. The sub-block-I ‘x’ values of 
all three images are shown below: 

 

Image1Subblock – I ‘x’ value = {Ͳ,Ͳ, −͵, −ͳ͹͸,Ͳ,Ͳ,Ͳ,͵ʹ} 

Image2Subblock - I ‘x’ value = {Ͳ, −ͳ͸͵,ͷ͹, −ͳͶͳ,Ͷͻ,Ͷͷ,ͺͻ,ͺͻ } 

Image3Subblock – I ‘x’ value = {Ͳ,Ͳ, −͵, −ͳͶͲ,Ͳ,Ͳ,͹,ͳͶͲ} 

 

The calculated complementary edit distances are  
 ݁ௗ̃ Between Image1& Image2 = 7 ݁ௗ̃ Between Image2 & Image3 = 3  

 

IMPLEMENTATION OF THE WORK 

Multiple scanned images of uniform size with 

either matching or non-matching content are given as 

input.  In the first approach, the pixel values of individual 

images are treated as pair wise distance between points 

and the positions of those points are reconstructed using 

the partial digest problem solution approach. From the 

knowledge of set of distances between every pair in a sub 

block of kxk pixels [in this case ‘k’ is chosen as 5], the 
actual distance is extracted i.e., ‘x’ from Δxin the second 

approach, the matching based position vector extraction is 

done and using the total distance metric, the decision with 

respect to the content, bin packing is done. Both the 

approaches show striking similarity and the elements of 

the bin are formed with high accuracy. 

 

Partial digest algorithm 

Using PDA, one set ‘x’ is derived for a’Δx ‘of 
length ‘L’ for each of the sub-block of size K x K, for 

every image. The methodology is given below: 

 

                                         Image ↓ 

                            Extract Sub-blocks ↓ 

                    For every Sub-block extract �� ↓ 

                           For every �� obtain ‘x’ 
 

For a given Δx of length ‘L’, the size of ‘x’ is 
determined from 

ଶۀ௦௜�௘ሺ�ሻ௦௜�௘ሺ�−ଵሻڿ = �. 

In this work, ‘L’ is chosen as 25, so that ݁ݖ݅ݏڿሺݔሻۀ = ͺ where  ۀݕڿ is the nearest integer exceeding 

‘y’ 
 

PARTIAL DIGEST (L) 

Width ← Max element in L 

Remove (width, L) 

X ← {0, which} 

Insert (L, X) 

 

Insert (L, X) 

if  L is NULL print X 

return 

y← Max element in L 

ifΔሺݕ, �ሻ ⊆ � 

Add y to X and remove lengths Δሺݕ, �ሻ from L 

 

Insert (L, X) 

Remove y from X and add length Δሺݕ, �ሻ to L 

ifΔሺݐ݀݅ݓℎ − ,ݕ �ሻ ⊆ � 

Add width – y to X and remove length Δሺݐ݀݅ݓℎ − ,ݕ �ሻ 

from L 

Insert(L, X) 

Remove width -y from X and add length Δሺݐ݀݅ݓℎ − ,ݕ �ሻ 

from L 

Return. 

 

Median string problem 

Given a set of sub-blocks and a search/query 

median string 

 

Input: Aݐ x n matrix sub-block, and l, the length 

of the pattern to find. 

Output: At string � and l that minimizes �ݐݏ݅�݈�ݐ݋�݊ܿ݁ ሺ�, ݅݉��݁ሻover all strings of that length. 

 

Heart murmur classifier algorithm 
 Let ‘L’ be the length of the Median String and 

‘M’ be the size of the sub-block chosen. [More L=8, 

M=25] Let the positions of the elements in sub-block be 

M0M1 

 

a) Find Hamming distance between the median string 

size of ‘L’ and the elements of ‘M’ with starting 
element M0 

b) Repeat step (a) for elements of ‘M’ but with starting 
element = M1. Repeat the steps above for successive 

starting position of ‘M’ 
c) Obtain the position value corresponding to the 

minimum Hamming distance out of the above 

 

For illustration: 

Let Median-string values be X0, X1, … , X7 

Then  

Step 1 Compute HD (X0,M0;…………….X7,M7) 

Step 2 Compute HD (X0,M1;…………….X7,M8) 

Step 3 Compute HD (                                           ) 

. 

. 

Compute HD (X0,M18;…………….X7,M25) 

 

RESULTS AND DISCUSSIONS 

 

Classified output for first heart murmur signal 

The acquired vector length is 17 and for the 

seventeen positions frame wise the Hamming distance is 

computed. The non-matching positions with the different 

feature vectors is shown in Figure-2. 
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Figure-2. The non-matching positions with the different feature vectors. 

 

Table-1. Feature vector variations in sub blocks. 
 

PCG-1 

  

24 21 20 33 166 21 20 33 166 229 

9 51 32 14 187 51 32 14 187 245 

3 42 27 31 180 42 27 31 180 243 

82 30 25 8 35 30 25 8 35 150 

139 245 203 208 32 245 203 208 32 61 

  

20 33 166 229 237 

 

32 14 187 245 244 

27 31 180 243 250 

25 8 35 150 244 

203 208 32 61 205 
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PCG-2 

  

252 253 253 253 245 253 253 253 245 255 

253 253 253 253 255 253 253 253 255 245 

255 245 254 225 251 245 254 225 251 255 

229 249 248 248 254 249 248 248 254 227 

180 25 0 0 219 25 0 0 219 231 

  

253 253 245 255 248 

 

253 253 255 245 255 

254 225 251 255 241 

248 248 254 227 255 

0 0 219 231 237 

 

PCG-3 

  

122 0 240 191 115 0 240 191 115 250 

0 176 210 6 5 176 210 6 5 71 

0 250 18 77 255 250 18 77 255 62 

30 255 0 25 208 255 0 25 208 147 

117 202 29 122 87 202 29 122 87 225 

  

240 191 115 250 171 

 

210 6 5 71 255 

18 77 255 62 124 

0 25 208 147 85 

29 122 87 225 56 

 

Table-2. Comparison of Δx with x. 
 

Input  Δx x 

PCG1 SB-1 
{24,21,20,33,166,9,51,32,14,187, 3,42,27, 

31,180,82,30, 25, 8,35,139, 245,203,208, 32} 

[0,0,-3,-176, 

0,0,0,32] 

 SB-2 

{21,20,33,166,229,51,32,14,  

187,245,42,27,31,180,243,30, 25,8,35,150, 

245,203,208, 32,61} 

[0,29,-147,-142, 

-184,-89,26,61] 

 SB-3 

{20,33,166,229,237,32,14,187,  245, 244, 

27,31,180, 243,250, 25,  8,35,150,244, 203, 

208, 32,61,205} 

[0,29,-147,-142, 

-184,-89,26,61] 

PCG2 SB-1 

{243,243,243,243,243,243,243,243,243,242,

230,255,190,0,78,155,255,61,0,44,40,230,32

,252,89} 

[0,-163,57,-141, 

49,45,89,89] 

 SB-2 

{243,243,243,243,241,243,243, 

243,242,240,255,190,0,78,255, 

255,61,0,44,233,230,32,252,89,80} 

[0,-9,-172, 48, 

-150, -153, 36, 80] 

 SB-3 

{243,243,243,241,243,243,243,242,240,242,

190,0,78,255,231,61,0,44,233,255,32,252,89

,80,236} 

[0,156,147,-16, 

204,-19,3,236] 

PCG3 SB-1 
{30,7,0,0,140,21,11,3,0,145,22,10,1,0,133,45

,8,0,0,143,21,7,8,0,140} 

[0,0,-3, 140, 

0,0, 7,140] 

 SB-2 
{7,0,0,140,224,11, 3,0,145,228,10,1,0,133, 

230,8,0,0,143,211,7,8,0,140,217} 

[0,77,217,209, 

210,6,74,217] 

 SB-3 
{0,0,140,224,255,3,0, 145,228,255,1,0,133, 

230,249,0,0,143,211,255,8,0,140,217,244} 

[0,27,104,244, 

236,-11,33,244] 
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Table-3. Content extraction results using Median string. 
 

PCG1 

 
 

24 21 20 33 166 

9 51 32 14 187 

3 42 27 31 180 

82 30 25 8 35 

139 245 203 208 32 

 

 

 

PCG2 

 
 

252 253 253 253 245 

253 253 253 253 255 

255 245 254 225 251 

229 249 248 248 254 

180 25 0 0 219 

 

 

PCG3 

  

122 0 240 191 115 

0 176 210 6 5 

0 250 18 77 255 

30 255 0 25 208 

117 202 29 122 87 

 

 

 

 

CONCLUSIONS 

This paper reports noninvasive signal analysis 

of heart sounds and murmurs and guarantees the 

extraction of an optimal set of nonlinear features. The 

classification of innocent murmurs from murmurs 

caused by various heart valve pathologies is presented 

using the minimum value of the nonmatched positions 

measure calculated across different image frames using 

Hamming distance measure.  
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