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ABSTRACT 

Numerous techniques have been applied by the researchers to predict the future electrical energy demand, which 

can be broadly categorized as parametric (statistical) and non-parametric (intelligent) techniques. The non-parametric or 

intelligent methods which are based on artificial intelligence are gaining a lot of attention during the recent past years. As 

compared to the other intelligent techniques, the Artificial Neural Network (ANN) has a tendency to map and memorize 

the non-linear relations between inputs and output variables. Because of this ability, they are extensively implemented in 

modern predictive model development. The efficacy of these models depends upon many factors such as, neural network 

architecture, type of training algorithm, input training and testing data set and initial values of synaptic weights. Among the 

others, the selection of most influential input variables has a critical effect on the forecast results. In this paper, the 

important issues related with the best input variable selection for a hybrid model is addressed. A hybrid approach that 

combines ANN and an evolutionary optimization technique, genetic algorithm (GA) is used for the development of a short 

term load forecast (STLF) model. GA and correlation analysis are used for the selection of the most influential input 

variables for the training and testing of the hybrid model. Multiple cases are developed using different optimally selected 

input variable vectors to train and test the back propagation neural network (BP-NN) and the hybrid model. The results 

show that hybrid forecast model provide better performance when it is trained and tested with optimally selected input 

variable vector (IV), containing historical load and meteorological variables. The proposed input variable selection 

approach not only improves that forecast accuracy but also reduces the computational efforts and training time of 

forecasting models. 

 

Keywords: neural networks, hybrid, energy demand, prediction. 

 

INTRODUCTION 

Electric load forecast is the prediction of future 

load of power systems, which plays very important role in 

the energy management system to provide a better 

environment for future planning and decisions [1]. 

Electrical load forecasting is classified into short-term, 

medium-term and long-term forecasts with respect to 

planning horizon’s duration. Although, medium and long 
term load forecasts have their own benefits, yet short term 

load forecast is of utmost importance because it helps the 

operation managers in their day to day operational 

decisions, such as economic scheduling of generating 

capacity, scheduling of fuel purchase, estimation of peak 

demand and system security assessments [2-5]. ANN 

based model are most frequently used in the development 

of predictive models for short term load demand forecasts, 

as reported in the published work [6]. The enhancement is 

the forecast accuracy of these models is an important 

research issue that is concerned with the multiple factor 

[7]. However, the selection of most influential input 

variables and training data set for ANN is focused in this 

paper, because of its critical importance. 

In this paper, the important issues related to the 

best input variable selection for ANN based STLF models 

are addressed. A new technique is proposed that integrates 

the GA and correlation analysis to establish the supremacy 

of the certain input variables over the others. In the next 

stage of experiments, the selected input variables are used 

to train a multilayer perceptron neural network (MLPNN) 

BP training technique. A Hybrid model is also developed, 

where the GA is combined with MLPNN to optimize the 

free parameters of neural networks. The optimally selected 

IVs are used to train the optimized hybrid model and the 

results are compared with the conventional BP training 

algorithm. The objective of this research is to find the 

most influential input variable vector for STLF. 

 

Data analysis and pre-processing 

The data related to historical load, electricity 

price and weather variables, sampled at the frequency of 

half hour for the previous five years of Australian grid is 

used in this research. A comprehensive quantitative 

analysis of the data is carried out to inspect various aspects 

of the data. The correlation coefficient analysis is 

conducted and the results are used in the proposed input 

variables selection technique. 
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Correlation analysis 

Correlation analysis is the most frequently 

reported method to verify the significance of input 

variables used for prediction purpose in the literature [8]. 

It provides a comprehensive measure of the relationship 

between two variables. In general, the bigger correlation 

coefficient of the input variable with expected output 

values indicates a strong relationship between them [9]. 

The general form of the correlation coefficient R can be 

formulated as: 

 ܴ = ௡ ∑ ௫௬−ሺ∑ ௫ሻሺ∑ ௬ሻ√௡ሺ∑ ௫మሻ−ሺ∑ ௫ሻమ√௡ሺ∑ ௬మሻ−ሺ∑ ௬ሻమ                   (1) 

 

where, � represents the number of pairs of data, ݔ 

and ݕ are the two variables, the value of ܴ lies between -1 

and +1. If the ݔ andݕ vectors have close relevance, then 

the value of R will be closer to 1, that indicates high 

correlation. The results of correlation analysis between 

load demand and input variables are illustrated Table-1. 

 

Table-1. Correlation analysis results. 
 

Input Variables Correlation 

Same time in the previous day load L(h-

24) 

0.9301 

Same day and time in the previous week 

load L(h-168) 

0.9121 

Same time, two days earlier load L(h-48) 0.8220 

Same day, two hours earlier load L(H-2) 0.8818 

Same time, previous day temperature 

T(h-24) 

0.7909 

Same time, previous week temperature 

T(h-168) 

0.7017 

 

The results of correlation analysis show that the 

load related variables have bigger coefficients as 

compared to weather variables. The load of the same day 

in the previous hour and same time in the previous hour 

are the most correlated variables. On the other hand 

temperature has a lesser correlation value. All the input 

variables are normalized before applying them to the 

model that results to restrict the input values in between 0 

and 1. 

 

Data normalization 

All the input variables are normalized before 

applying them to the models. It is a transformation process 

that results to restrict the input values in a scale between 0 

and 1 [10]. The data normalization improves the learning 

process of the neural network by providing easy to learn 

patterns and consequently, the performance of the MLPN 

based forecast models is enhanced [11]. The output of the 

network is converted back into the original format in a 

descaling process. The mathematical notations for data 

scaling and descaling are: 

 

ሺ௦௖௟ሻݔ = [ሺ௫−௫ሺ೘�೙ሻሻ×ሺ௫ሺ೘��ሻ−௫ሺ೘�೙ሻሻ](௫ሺ೘��ሻ−௫ሺ೘�೙ሻ) ሺௗ௦௖௟ሻݕ (2)                    = ሺ௠�௫ሻܮ] − [ሺ௠�௡ሻܮ × ଴ݕ] +  ሺ௠�௡ሻ]     (3)ܮ

 

where, ܮሺ௠�௫ሻ ��� ܮሺ௠�௡ሻ are the minimum and 

maximum values of the actual load andy଴is the normalized 

value of the neural network output. ݕሺௗ௦௖௟ሻis descaled value 

of the MLPNN output, which is equal to the predicted 

load. 

 

Components of experimental techniques 

 

MLPNN with BP training algorithm 

MLPNN has been the most frequently used types 

of ANN architecture, which is composed of an input layer, 

one or more hidden layers and one output layer of neurons 

[12], as shown in Figure-1. 

 

 
 

Figure-1. MLPNN with three layers. 

 

In 1986, G.E. Rumelhart, proposed the BP 

algorithm for the training of neural networks. In the 

process of training, the inputs are linearly summed up after 

multiplying them by their respective connection weights 

and then passed through an activation function before 

passing them on to the next layer [13, 14]. The input and 

output equation of �௧ℎ neuron in this case can be 

formulated as: 

௞ݑ   = ∑ ௡௧=ଵ�ݓ�ݔ                      (4) 

 

where,  ݑ௞ is the output of the linear summer, ݔ� 
is the �௧ℎ input and ݓ�Is its respective connection weight. 

ANN learning is a process to extract the complex 

relationship between inputs and output of the network. In 

this relationship, an error is generated that is the difference 

between network output and target values.  This error 

information is fed back to the network to update the 

weight values of network connections to minimize the 

error up to a certain acceptable threshold level. This error 

correction process generally deploys gradient descent 

algorithms [4],[15-18] to correct the error function. The 
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Back propagation learning algorithm uses the gradient 

descent method to update the weights and biases. For the 

network parameters, the partial derivative of the 

performance with respect to the weights and biases is 

calculated. Each node of the network is needed to be 

differentiated in accordance with back propagated error. 

The combined error (�) and gradient of error ሺ��ሻ for 

each point � in the network can be calculated as the 

following: 

 � = ∑ ���         (5) 

 

The sum of all individual errors.��can be 

calculated as: 

 �� = ଵଶ ∑ሺݐ௉� −  ை�ሻଶ       (6)ݐ

 

where, ݐ௉� ��� ݐை�are the desired and actual 

outputs for one neuron at point �. 

 

Genetic algorithm (GA) 

GA is a directed random search technique 

inspired by the living natural evolution process, proposed 

by John Holland [19]. The main idea is to design artificial 

systems, retaining the robustness and adoption properties 

of natural systems. Since the inception, these 

methodologies were then further improved by other 

researchers and are now widely used in various fields 

(business, science and engineering) to solve a variety of 

optimization problems. GA mimics the biological 

processes to perform a random search in a defined N-

dimensional possible set of solutions [20]. For an 

optimization problem, it is needed to search and find the 

best solution in a given search space. 

GAs work with a set of artificial elements called 

a population. An individual (string) is referred to as a 

chromosome, and a single bit in a string is called a gene 

[21]. GA generates a new population (called off springs) 

by applying the genetic operators to the chromosomes in 

the old population (called parents). Each iteration of 

genetic operations is referred to as a generation [17, 22]. 

The effective search for the optimal solution depends on 

the selection of population size, crossover rate, and 

mutation rate [23]. 

 

METHODOLOGY 

In this section the proposed scheme of 

experiments is explained, which is highlighted in the 

Figure-2. 

 

Selection of optimized input variable vector 

The methodology proposed for the selection of 

most influential IVs, requires a sequence of tasks to be 

followed. The impact of correlation is used to analyze the 

relationship between meteorological variables, historical 

load data and calendar events on the load demand. 

Initially, for the input variable selection process, highly 

correlated historical load data, meteorological variables 

and other influencing time related variables are considered 
and then the GA is implemented for the final selection of 

IVs. The GA works on the principles of schema theorem, 

which can be derived as the following for this optimization 

problem. 

 

START

Conducted quantitative data analysis

Find correlation impact of all the input variables

Formation of multiple input variable vectors based on 
correlation analysis and GA

Training & Testing of ANN using BP Algorithm and GA 
based ANN training using the input variable sets

Compare the results of all data sets

Performance 
evaluation is 
satisfactory?

END

NO

YES

Historical Load and 
Weather Data

 
 

Figure-2. Flow diagram of research activities. 

 

Let the total search space (set of possible 

chromosomes) isΩ, chromosome length (number of genes 

in each chromosome) is l. One chromosome and the 

population size are represented by x and S respectively. 

The number of instances the string x appears in 

the population: 

 S =  mሺxሻ                     (7) 

 

The H (schema) is a string equal to l in size, 

where H can have all the possible alphabets in the string. 

The number of strings in the population that belong to a 

schema H can be is represented: 

 mሺHሻ =  ∑ mሺxሻx ϵ Ω                     (8) 
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Here x is a member of the population (vector xϵ Ω). 

Let population at a certain time t is S(t) and 

number of strings in the population belonging to schema H 

is mሺH, tሻ, the average fitness of all the strings 

representing schema H is defined as: 

 fሺH, tሻ =  ∑ fሺxሻ.mሺxሻx ϵ ΩmሺH,tሻ                     (9) 

 fሺH, tሻ is referred as an average payoff function of the 

schema. The fitness of string x if equal to fሺxሻ, then, 

according to the standard roulette wheel selection 

mechanism the expected no. of selections of x is given by: 

 Eሺxሻ = fሺxሻ/f′ሺxሻ                    (10) 

 

Here f ′ሺxሻ, stands for the average fitness of all 

the strings in the population at time t. The expected 

number of strings belonging to the schema H in the next 

population can be described as: 

 mሺH, t + ͳሻ = mሺH, tሻ. fሺH,tሻf′ሺtሻ    (11) 

 

This equation represents that the schema with 

above average fitness values (where fሺH, tሻ ≥ f ′ሺHሻ), will 

be reproduced in the new generation and those having a 

value less than average fitness (fሺH, tሻ < �’ሺHሻ), will not 

be reproduced in the next generation and eventually die 

off. 

It is to be noted that no genetic operator is applied 

to the selected strings before they are inserted in the new 

population. 

When a =  fሺH,tሻf′ሺtሻ  is relatively constant, the 

Equation. 11 can be approximated by a linear difference 

equation of the form: 

 mሺH, t + ͳሻ = a. mሺH, tሻ                                   (12) 

The final solution is given by: mሺH, tሻ = mሺH, Ͳሻ. aଵ                   (13) 

 

In this case strings that belong to an above 

average schema will grow exponentially, whereas the 

strings belonging to the below average schema will 

decline exponentially. However, this imposed condition of 

the constant value of � will not prevail for multiple 

generations, because an increase of above average strings 

and decrease in below average strings will result in the 

form of an increase in the average fitness valuef′ሺtሻ. The fሺH, tሻ will remain almost constant. After the initial 

exponential growth of above average schemata, a slow 

increase and lastly an almost constant number of strings 

belonging to schemata H would be the result, when the 

value of � would be near 1. In this situation the above 

average schema H has spread over the whole population in 

a way that every member of the generation belongs to this 

schema. This makes fሺH, tሻ equals to f′ሺtሻ and a equals to 

1. 

The steps involved in the selection process of IV 

are as the following: 

 

Step 1 

A chromosome is defined on the first step of the 

GA. A fixed length chromosome equal to 8 is 

implemented. The value of each genome in the defined 

chromosome is the index of input variables. These 

chromosomes correspond to the possible solutions in the 

selection process. Once the individual chromosome is 

defined, generate an initial population S composed of n 

chromosomes. 

 

Step 2 

The fitness function is developed that maximizes 

the correlation coefficient and minimizes the mean square 

error (MSE) between actual and forecast load. The defined 

fitness function is called maximum correlation value and 

minimum error (mxRmnE) as shown in Equation. 17. 

Mean square error (Equation. 17) is used as a performance 

index in this case. 

 

Step 3 

The roulette wheel selection method with a single 

point crossover and multipoint mutation is implemented in 

this technique. The mutation operator is defined as given 

in Equation. 14. This operator complements the values in 

the genome to avoid from the local minima [24]. 

In the first step of the GA, the chromosome 

length and index of input variables are defined. Real coded 

GA is implemented with a fixed length chromosome i.e. 8 

and the value of each genome in a particular chromosome 

is the index of the input variable. In the second step, the 

GA is used for the selections of the final data set. The 

initial parameters of GA are set as follows: 

Population size: P = 60 

Individual coding length: L = 65 

Maximum number of iterations: Imax = 150 

Mutation probability: Pm = 0.001 

Crossover probability: Pc = 0.8 

The fitness function used by GA is represented 

by the Equation. 17. 

 mutሺS, kሻ, Sk = K − Sk                   (14) E = ∑ሺAt − Ptሻଶ                   (15) mxRmnEሺS, pሻ, =  ଵ|ୗ| ∑ ଵ∑ሺAt−Ptሻమ ሺxi, pሻ. Rሺxiሻxiϵୗ         (16)                               fintness function =  ୖଵ+E                   (17) 
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where, S is a subset of input variables, R is the 

correlation value and p is target class of the prediction 

variable. At and Pt are the actual and predicted load values. 

Whereas, k is mutation point and ܭ is the length of input 

dimension. 

The process flow diagram of the proposed 

technique is shown in Figure-3. In Figure-4, the input 

variable vector that produced the best performance for the 

forecast models is depicted. This vector is composed of; 

day and time indicators; dry bulb temperature of the same 

time in the previous day T(w, d-1, h), dew point of the 

same time in the previous day D(w,d-1,h), electrical load 

of the same time in the previous day L(w, d-1, h), load of 

the same day and time in the previous week L(w-1, d, h),  

load of the previous day minus one hours L (w, d, h-1) and 

load of the previous day minus two hours L (w, d, h-2). 

 

Generate initial population

Error calculation E = ∑ (Ai-Pi)
2 is the 

objective function and the 

fitness function is f(x) = 1/E

Apply correlation analysis results; 

high correlation meets the selection 

criteria; Fitness function f(x)=R

Evaluate Combined fitness 

function f(x) 

Maximum number of 

iterations?

End

YES

Apply GA operators

Selection, Crossover, Mutation

Generate new population

No

 
 

Figure-3. Flow diagram of input variable 

selection technique. 

 

 
 

Figure-4. Optimally selected input variable vector with 

historical load and meteorological variables. 

 

 

Performance analysis 

To analyze the performance and accuracy of 

optimized prediction models multiple evaluation measures 

are implemented. The coefficient of determination, R
2
, is a 

useful performance measure as it returns the variance of 

one variable that is predictable from the other variable.  

The value of R
2
 lies in between 0 and 1 and prediction 

accuracy is supposed to be high as its value approaches to 

1. This useful performance indicator can be determined by 

using following expression; 

 ܴଶ = [∑ ሺ௉�−௉̅ሻሺ��−�̅ሻ��=భ ]మ[∑ ሺ௉�−௉̅ሻమ ∑ ሺ��−�̅ሻమ��=భ��=భ ]                 (18) 

 

The performance can be measured in terms of 

root mean square error (RMSE), mean absolute percentage 

error (MAPE), mean square error (MSE) and mean 

absolute error (MAE), which are computed as follows: 

�ܵܯܴ  = √ଵே ∑ ሺ�௧ − �௧ሻଶே௧=ଵ ���ܯ (19)                   = ଵே ∑ |��−௉�||��| ͳͲͲ%ே௧=ଵ �ܵܯ (20)                  = ଵே ∑ ሺ�௧ − �௧ሻଶே௧=ଵ ��ܯ (21)                   = ଵே ∑ |�௧ − �௧|ே௧=ଵ                   (22) 

 

where, �௧ and �௧ are the actual and predicted values at 

time point t. 

The MAPE is considered as a benchmark 

performance index due to its stable performance that 

resolves the inconsistency problem in the predicted results 

[25, 26]. 

 

RESULTS AND DISCUSSIONS 

Five year historical data of system load and four 

meteorological variables of the State of Victoria and New 

South Wales of Australia (from year 2006 to 2010) at half 

hour sampling frequency are deployed in the 

experimentation. 

BP based MLPNN forecast results using the 

different combinations of input variables of half hourly 

recorded samples for 24 hours of a day are presented 

below in graphical form in Figure-5. The graph shows a 

plot of both actual and forecast loads in MW against half 

hourly data samples. The respective error measures are 

shown in Table-2. The minimum error is recorded when 

an optimally selected input variable vector, based on load 

and weather related variables is applied for the training 

and testing of MLPNN-BP. The input variable 

combinations are further used for the training of hybrid 

models based on MLPNN-GA. This model is also trained 

and tested using load related variables, weather related 

variables and combination of load and weather related 

 a  
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variables. The results of these experiments on the bases of forecast error are also shown in Table-2 and Figure-6. 

 

Table-2. Performance evaluation of MLPNN-BP and MLPNN-GA 

based on optimally selected input variable vectors. 
 

 
 

The results of the hybrid model based on 

optimally selected input variable vector show its 

superiority over the conventional BP training algorithm as 

all the error measures produced lesser error. These results 

clearly show that the proposed input variable selection 

method produced better forecast accuracy for STLF 

models. 

 

 
 

Figure-5. MLPNN-BP based forecast using optimally selected input variable vectors. 
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Figure-6. MLPNN-GA based forecast using optimally selected input variable vectors. 

 

CONCLUSIONS 

The optimized hybrid prediction model with a 

new data pre-processing framework is proposed in this 

paper to enhance the forecast accuracy. This method 

integrates the correlation analysis and genetic algorithm 

for the selection of most appropriate input variables vector 

for MLPNN training and testing. The hybrid STLF model 

is developed by combining the multilayer perceptron 

neural networks and optimization techniques genetic 

algorithm. This model is trained and tested by the 

optimally selected input variable vectors and the results 

are compared with the conventional BP training algorithm. 

The obtained simulation results show that, the 

performance of the optimized MLPNN-GA model 

outperformed the results of the conventional BP training 

algorithm. In particular, when this model is trained with 

optimally selected input vector, containing the 

combination of historical load and metrological variables 

produced the best results. 
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