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ABSTRACT  

The article describes the methods and models of prediction in case of the stock market. There are different 

methods for assessing and predicting in case of stock market, which are widely used in practice in the present. In this 

paper, we used the model of Moving Average Convergence/Divergence, prediction model based on a neural network, 

model of autoregressive integrated moving average (ARIMA) for prediction. We identified the conditions of the use the 

models as indicators in the case of the market, show examples of application models on the data of the closing prices for 

the exchange rate from dollar USD to ruble in Russia. In this article analyzes the disadvantages of these models and the 

causes of these deficiencies. The materials characteristics in this article are analyzing the practical orientation of prediction 

models in the case of the stock market and interpret the results of mistaken prediction. 
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1. INTRODUCTION  

Securities market or the stock market occupies a 

separate place in the economy and has a significant impact 

on the economic situation of enterprises and industries. 

The effect of Securities market in the redistribution of 

resources between sectors and investment is to accelerate 

and optimize the structural changes in the economy. 

The task of prediction in the case of the securities 

market is very important for the present, since the 

prediction in the case of the securities market is associated 

with investment activity, This means relationship the 

prediction with investment the money in order to obtain 

profit. There are different methods for assessing and 

predicting in the case of the stock market, which are 

widely used in practice. All famous methods are heuristic, 

but in different degrees. Research on the effectiveness of 

these methods is an important task; the accuracy of 

predicting in the case of the securities market is directly 

related to the possibility of profit and loss from 

investment. 

 

2. MODELS AND METHODS 

 

2.1. Model of moving average convergence/divergence  

       (indicator MACD) 

Moving Average Convergence/Divergence 

(MACD) is a technical Indicator for assessment and 

prediction of price fluctuations in the stock and currency 

markets [1-3]. Indicator MACD constructed based on the 

moving averages, the indicator used to evaluate the 

existing trend and identifying turning points. When 

calculating the indicator values take into account the 

difference between the 26 and 12-period of exponential 

moving average.  

For determine the moment of sale or purchase in 

the chart, also need to construct a signal line, 

corresponding 9-period of moving average. 

MACD indicator is used in the moments of 

market fluctuations in a trading range with high amplitude, 

Moreover, there are rules for the implementation of 

transactions depending on changes in the value of the 

MACD indicator and its relationship to the signal line 

[1,4,5], indicate the weakness of the current uptrend or 

downtrend [2, 3, 6], and so on. 

The calculation of the MACD indicator is carried 

out by the formulas [3] 

 

MACD = EMA (CL, 12)-EMA (CL, 26),                   (1) 

 

 SIG = EMA (MACD, 9),                     (2) 

 

Histogram = MACD- SIG,                                  (3) 

 

EMA=Price (t)*k +EMA(y)*(1-k),                   (4)  

 

k=2/ (n+1).                     (5) 

 

Where 

EMA - is the Exponential Moving Average; SIG 

- the Signal Line of the Indicator; t - The price at the 

current time; y- The price of the previous time; n - is the 

number of days in the EMA; 

We calculate the MACD indicator for the US 

dollar (USD) to ruble (RUB). There are daily closing 

prices for the exchange rate of the US dollar (USD) to 

ruble (RUB) in Russia from 05.01.2014 to 06.17.2014. 

Figure-1 shows the result of calculation of the indicator 

MACD. Where X-axis is specified date range in 34 days, 
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Y-axis indicates the values of the indicator MACD, signal 

line and histograms. 

 

 
 

Figure-1. Forecast of securities. 

 

In Figure-1 the line of MACD is above the zero 

line, so the market has an upward trend. The intersection 

of the MACD line with the zero line from the bottom to up 

gives an indication of the purchase of securities. In Table-

1 shows the actual closing price. A comparison with the 

real closing prices indicates that the MACD gives a false 

signal for purchasing securities. 

 

Table-1. Changes in closing prices in trading. 
 

Date (2014 г.) Closing price 

18.07 35,175 

20.07 35,141 

21.07 35,175 

22.07 35,000 

23.07 34,888 

24.07 35,087 

25.07 35,140 

27.07 35,132 

 

The following conclusions: MACD indicator 

gives good results in stable markets. MACD indicator 

stops to give adequate instructions and reflect the behavior 

of price if there were in the markets significant changes. 

Disadvantages of indicator MACD: 

- The MACD and MACD-Histogram give many 

false signals; 

- The MACD indicator sometimes delays very 

much in the formation of direction signals. 

- The MACD has settings that can be changed to 

give almost limitless numbers of variations which means 

results will always differ from person to person. That 

means the lack of optimal settings. If the scale is large, 

MACD miss important signals, if the scale is small then 

there are a lot of false signals. 

21.2. The prediction model based on the neural 

network 

Artificial neural networks are mathematical 

models and their implementation based on the principle of 

the organization and functioning of biological neural 

networks. Neural networks are capable of adaptive 

learning by reactions to positive and negative impacts. The 

use of models with neural networks in forecasting gives 

advantages over other methods. Neural networks gives 

possibility to analyze large volumes interconnected of 

data, also the volumes of products dependent on a large 

number of factors. For analyze possible to take into 

account seasonal variations in the sale of goods with the 

use of neural networks [7]. 

Backpropagation Neural Network - is one of the 

multilayer neural network models. The model name is 

associated with the learning algorithm. The algorithm 

involves two passes through all layers of the network: 

feed-forward and feed-back. First the feed-forward the 

input vector is passed to feed the input layer of the neural 

network and then distributed over the network from layer 

to layer. As a result, a set of output signals is generated, 

which is a reaction active of network on the input vector. 

During the feed-back all synaptic weights are passed and 

adjusted in accordance with rule error correction: the 

actual output of the network subtracted from desired, as a 

result of this formed the error signal. Then, this signal is 

distributed over the network in the opposite direction to 

the direction of synaptic connections. Figure-2 shows 

general view network backpropagation. 
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Figure-2. The Form of the backpropagation network. 

 

The output signal of the neural network is defined 

by the function: 

 

0 1 0

1 1

( )
n m

t j ij t j t

j i

Y W W F W Y W 

 

      (6)  

Where: m- is the number of neurons in the input layer, n- 

is the number of hidden nodes. 
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Neural network is training by gradient descent 

method [8-10]. In each iteration, weights of input and 

hidden layers change by the formula: 

 

Wnew=Wold+ERRORX,                                 (7) 

 

ERROR=T-Y,                                   (8) 

 

Where: X – input data, W - Weight and η - Learning rate. 

The type of activation function used sigmoid: 

 

xe1

1
)x(f




.                                  (9) 

 

The most common formula to calculate the errors 

in neural networks is a formula of mean square error [8]: 

 

2

1

1 N

i

i

MSE e
N 

 
,                                (10) 

 

Where: ei=yi-ti - the difference between the actual and 

desired output signals at the i-th neuron. 

Example: Figure-3 shows the change in the price 

of the US dollar (USD) to the Russian ruble (RUB) from 

the first of 2002 to 2014 

 

 
 

Figure-3. Prices Dollar USD to Ruble (RU). 

 

For training the neural network was used static 

data in the period from 01.10.2012 to 30.06.2014 year. 

The structure of the neural network in (Figure-4) by using 

the method of iterations, the parameters were selected: the 

input data: the opening price, low, high, the closing price; 

output- closing price; percentage of training data (70%); 

percentage of test data - 30%; learning rate η (0,001); the 

number of hidden layers - 1; the number of neurons in the 

hidden layer – 100 and the maximum number of training 

cycles in 1000. 

 

 
 

Figure-4. The structure of the neural network. 

 

Data were divided into two groups: for training 

and testing. This allows us to estimate the accuracy of the 

neural network work. The training continued for 1000 

cycles. Figure-5 shows the results of training and testing in 

the network. Figure-6 shows the variation of the mean 

square error for learning. 

For check the accuracy of the model was 

performed forecast for closing price in exchange of USD / 

RUB from 01.07.2014 to 12.02.2014. Figure 7 shows the 

result of the forecast. The value of mean square error was 

50.94. 

Location agent was determined in 20 iterations 

and it allows us to assess the speed of training the 

network. The results test for set of examples used only to 

obtain additional verification of network performance 

shown in Figure-8. 

 

 
 

Figure-5. The results of training and testing of the 

network. 
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Figure-6. The mean square error of the neural network. 

 

 
 

Figure-7. The result of forecast. 

 

 
 

Figure-8.  The diagram of neural network 

deviations from the desired path. 

Noted in the previous example in the market 

occurred significant changes. The accuracy of forecast is 

not high enough in this experiment to make appropriate 

decisions in real trading. 

The disadvantages of backpropagation network if 

the price in the market is changing rapidly very high the 

network can learn incorrectly. There are examples [10-12] 

the successful application of Backpropagation, but this 

method is not always effective. The learning process of the 

neural network can be very long. In the previous example, 

there were significant changes in the market and the neural 

network was trained for a long time, but the accuracy of 

prediction was not high enough. In the complex problems 

the training of network can take days or weeks, in the end 

the network may not be trained. 

 

2.3. The autoregressive integrated moving average  

        model (ARIMA) 

The autoregressive Integrated Moving Average 

model can be approximated by both stationary and non-

stationary time series [13]. In the ARIMA model for 

forecasting uses the information of the original series. For 

example, the ARIMA model for monthly sales volumes 

identifies temporal structure in the current sales data, 

which is then used to forecast sales volumes for the next 

months. 

The Box-Jenkins method [14] is the construction 

of ARIMA models and forecast based on them. ARIMA 

model specified by set of parameters (p, d, q), where p is 

the number of autoregressive terms; d is the number of 

non-seasonal differences needed for stationary; q is the 

number of lagged forecast errors in the prediction 

equation. ARIMA model is using the structure of 

autocorrelation of the data. Consider the features of the 

algorithm for constructing the model ARIMA (p, d, q) 

[15]. The construction of ARIMA-model for the study of 

time series consist three stages: identification of test 

models; Estimation the parameters of the model and 

Diagnostic of the adequacy the model; application the 

model to forecast. 

Firstly, necessary get a stationary time series. At 

this stage, it is recommended to analyze the 

autocorrelation function (ACF) and partial autocorrelation 

function (PACF) of the series data. A simple test for 

stationary is a rapid decay of the ACF values. Also at this 

stage, can use the statistical tests to find a unit root 

(augmented Dickey-Fuller or ADF-test) [16]. 

Accordance for the Dickey-Fuller statistics or 

estimates ACF if series is non-stationary, then to convert 

the non-stationary series to a stationary series used 

operator of taking the successive difference from time 

series. In the result, determined the value of the parameter 

d by the number of non-seasonal differences needed for 

stationary in the model ARIMA (p, d, q). 

After get a stationary series investigated, 

investigated of nature behavior of the sample ACF and 
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PACF and determined hypothesize about the values of the 

parameters p (the number of autoregressive terms) and q 

(the number of lagged forecast errors in the prediction 

equation). From this information form basic set 

comprising one, two or more models, depending on the 

parameters p and q. 

After identification the model estimate the model 

parameters. For this purpose used the maximum likelihood 

method (MLM) [17]. To check of the adequacy of each 

model analyzed its series of residual ACF. For adequate 

the   model series the residues similar to white noise, their 

sample ACF should not differ from zero. To test the 

hypothesis that the observed data are the realization of 

"white noise", used Q-statistics [18]. In the result of check 

may be several models adequate the original data. 

Therefore, the final selection should take into account two 

factors: the increase in accuracy (quality of model fitting), 

the lowest number of model parameters. These 

requirements are summarized in the information criterion 

Akaike and Schwarz [19, 20]. 

With the resulting model can be built accurate 

and interval prediction for L steps forward. For predicting 

was chosen recursive mode, initial observation is fixed, 

and the observation of the test sample is added one by one 

to the working sample. The forecast horizon is always the 

same. 

To assess the accuracy of the forecast uses 

standard indicators [21]: 

- Mean absolute percentage error (MAPE): 

1

ˆ100% L
t t

t t

x x
MAPE

L x


 

.                          (11) 

 

Where Xt - real value, 𝑋̂𝑡- predictive value, L - range 

forecast, Moreover, if the value of MAPE <10%, then the 

forecast is high accuracy, at 10% <MAPE <20% - the 

forecast is good, with 20% <MAPE <50% the forecast is 

satisfactory, while MAPE> 50% - the forecast is bad; 

- Signal-to-noise ratio (SER): 
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Example: For the exchange price of the dollar 

USD to ruble (RUB) (data from 01.10.2012 to 30.06. 

2014) the research conducted to identify the ARIMA 

model with a minimal number of parameters, which allows 

to make a prediction. 

At first checked if the time series is stationary 

using the Dickey-Fuller statistics. Table-2 shows the test 

results. 

 

Table-2. The test results for time series by use the Dickey-Fuller statistics. 
 

Test statistics 

Dickey-Fuller 
test statistic P- value 

The 

critical 

value 

Stati- 

onarity 

No Const 0,7 86,6% -1,9 False 

Const-Only -1,1 73,5% -2,9 False 

Const + Trend -2,1 1,6% -1,6 True 

Const+Trend+Trend
2 

-1,7 4,3% -1,6 True 

 

In the Table-2 the p-value is a function of the 

observed sample results that is used for testing a statistical 

hypothesis. When the p-value is calculated correctly, such 

a test is guaranteed to control the Type I error rate to be no 

greater than α.Testing hypotheses using P-value is an 

alternative for classical procedure   to check through the 

critical value of the distribution. The level of significance 

was 5.0%. 

According to the values of criterion the ADF-test 

series is non-stationary, since the null hypothesis of a unit 

root is confirmed at the 5% level of significance. The 

ADF-test passed and the difference operation was applied 

once, the value of the coefficient d = 1, Obtain a model of 

the form: ARIMA (p, 1, q). Since the series is stationary, 

make an assessment about the parameters p and q model. 

Model ARMA (p, q) represents a model AR (p) 

and MA (q). For this we use the partial autocorrelation 

function (PACF) and the autocorrelation function (ACF), 

respectively. Procedure model AR (p) is selected from 

PACF and corresponds to the last non-zero coefficient 

PACF (see Figure-9). The corresponding procedure is 

used to find the order of the model. Model MA (q) by use 

only ACF (see Figure-10). Thus, get on the order of the 

coefficients; get on the model ARIMA (1, 1, 1). Each 

resulting model is being tested for adequacy through 

analysis the series of residues of this model. As mentioned 
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above (see. Figure-9) that the model adequately describes 

the process. A series of residues is a random component 

corresponding to white noise. ACF residues will not be 

significantly different from zero. 

 

 

 

 

 

 

 

PACF 

 
 

Figure-9. The partial autocorrelation function. 

 

 

 

 

 

 

 

 

ACF 

 

 

Figure-10. The autocorrelation function  

 

 As a result of the calculations was obtained on 

the variety of models. According to the information 

criterion SBIC choose the most appropriate model of 

ARIMA (1, 1, 1) and ARIMA (15, 1, 6), as shown in 

Table 3 and Table-4. 

 

Table-3.The parameters of model ARIMA (1, 1, 1). 
 

Parameter Μ φ1 θ1 Σ D 

Value 0,01 -0,13 0,17 0,16 1 

 

In Figure-11 shows the results of the forecast for 

5 months from 01/07/2014 to 02/12/2014. 

 

 

 

 

Table-4. The Parameters of Model ARIMA (15, 1, 6). 
 

Para

m 

Valu

e 

Para

m 

Valu

e Param Value 

Μ 0,01 φ8 -0,05 θ1 0,26 

φ1 -0,23 φ9 -0,02 θ2 0,35 

φ2 -0,35 φ10 -0,10 θ3 -0,10 

φ3 0,07 φ11 0,05 θ4 -0,04 

φ4 0,08 φ12 0,02 θ5 -0,37 

φ5 0,42 φ13 0,07 θ6 -0,77 

φ6 0,75 φ14 0,00 σ 0,15 

φ7 -0,04 φ15 0,06 d 1 

 

 

 

 

 

 

 

  
 

Figure-11. The result of the prediction. 

 

In the Table-5 shows the results of estimates 

average, characterizing the quality of the forecast 

evaluation MAPE. These data were obtained from Figure-

11 and by MAPE for model ARIMA (1, 1, 1), found that 

the minimum evaluation for this model corresponds to 

good forecast and application this model for perform 

better for forecast. 

The general disadvantage of prediction with these 

models is that they are independent of the calculation 

methods, which use the prehistory data. If the market 

conditions (for example, market volatility or correlation 

between the assets) are changing dramatically, it will 

consider these changes only after a certain period of time. 

Up to this time the predictions will be incorrect. 
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Table-5. The results of estimated average by MAPE for 

prediction. 
 

 ARIMA (1,1,1) 
ARIMA 

(15,1,6) 

Data MAPE MAPE 

All 11,85937 12,29617332 

Jul2014 2,025895 2,194185694 

Aug2014 5,482338 5,927832108 

Sep2014 9,692651 10,22927361 

Oct2014 15,76247 16,3081777 

Nov2014 26,01704 26,50898117 

 

These models work well in the case of steady 

markets and no longer adequately reflect the behavior of 

prices in the markets, when there are significant changes. 

Indeed, Table 5 shows the result of the quality of the 

forecast by evaluation MAPE for November 2014 is 

26.02% because there are significant changes in the 

market. If these changes are continuing on in the market, 

then the prognostic evaluation by MAPE for December 

2014 will increase and may be over 50%. 

The disadvantages models ARIMA, Requires a 

relatively large amount of raw data; If the data is periodic, 

for example, the seasonal period of S = 12, the observation 

of one full year will be actually one value of the seasonal 

data, rather than twelve values; In the application of 

ARIMA model for non-seasonal data need about 40 or 

more of observations; In the construction of the ARIMA 

model for seasonal data need observation about 6 to 10 

years, depending on the value of the seasonal period. 

There is no easy way to adjust the parameters of 

the models ARIMA, such as in some smoothing methods, 

when used the new data. The model has to rebuild a 

periodically completely accounts, and sometimes need to 

select a completely new model. For building an adequate 

ARIMA model requires often a lot of time and resource. 

The cost of construction the ARIMA models, the 

calculations of run-time and the volumes required of 

databases can be significantly higher than traditional 

forecasting methods, such as smoothing. 

 

3. CONCLUSIONS 

In this article researched of possibility the model 

of Moving Average Convergence/Divergence (MACD), 

the prediction model based on neural network models and 

autoregressive Integrated Moving Average model to 

forecast in case of the stock market, for example, the 

fluctuations in the dollar USD to the ruble in Russia.  

Studies have shown the shortcomings in the 

models for the problem of prediction in unstable market 

conditions, high rate of change in prices. Thus, this shows 

the limited conditions for application the prediction 

models for predicting in the case of the stock market. 

Therefore, it is necessary to develop methods based on 

expert knowledge to solve problems of prediction. 
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