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ABSTRACT  

Inspired by the estimation capability of Kalman filter, we have recently introduced a novel population-based 

optimization algorithm called simulated Kalman filter (SKF). Every agent in SKF is regarded as a Kalman filter. Based on 

the mechanism of Kalman filtering, which includes prediction, measurement, and estimation, the global 

minimum/maximum can be estimated. Measurement process, which is required in Kalman filtering, is mathematically 

modelled and simulated. Agents communicate among them to update and improve the solution during the search process. 

Inspired by the bird flocking, particle swarm optimization (PSO) has been introduced in 1994. In PSO, a swarm of agent 

search the global minimum/maximum by velocity and position updates, which are influenced by current position of agent, 

current position of agent, personal best, and global best of the swarm. In this research, SKF and PSO are hybridized in such 

a way that PSO is employed as prediction operator in SKF. The performance of the proposed hybrid SKF-PSO algorithm 

(SKF-PSO) is compared against SKF and PSO using CEC2014 benchmark dataset for continuous numerical optimization 

problems. Based on the analysis of experimental results, we found that the proposed hybrid SKF-PSO is superior to both 

SKF and PSO algorithm.   
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INTRODUCTION  

The main objective of an optimization problem is 

to find the best combination of real-valued variables of a 

fitness function such that the value of the fitness is 

maximum or minimum. This can be achieved efficiently 

by employing a population-based optimization algorithm.  

The simulated Kalman filter (SKF) and particle 

swarm optimization (PSO) are examples of population-

based optimization algorithms. PSO has been introduced 

in 1994 by Eberhart and Kennedy [1] while SKF has been 

recently introduced by Ibrahim et al. [2] in 2015. Even 

though both algorithms are population-based, however, 

they are inspired differently. In particular, PSO is inspired 

by bird flocking behaviour while SKF is inspired by the 

estimation capability of Kalman filter. 

In literature, PSO has been subjected to various 

improvements including hybridization with other 

optimization algorithms. For example, PSO can be 

hybridized with gravitational search algorithm [3-4], 

chemical reaction optimization [5], differential evolution 

[6], and Extremal optimization [7].  

In this research, hybridization between PSO and a 

recently introduced SKF is proposed. From the SKF point 

of view, this is among the first attempt to improve its 

performance by hybridization with other algorithm such as 

PSO.  

This paper is organized as follows. At first, SKF 

and PSO algorithms will be reviewed. After that, the new 

hybrid SKF-PSO will be explained in detail. Experimental 

procedure will be presented and the superiority of the new 

hybrid SKF-PSO will be shown and discussed. Lastly, 

conclusion will be given at the end of this paper. 

 

SIMULATED KALMAN FILTER ALGORITHM  

The simulated Kalman filter (SKF) algorithm is 

illustrated in Figure-1. Consider n number of agents, SKF 

algorithm begins with initialization of n agents, in which 

the states of each agent are given randomly. The 

maximum number of iterations, tmax, is defined. The initial 

value of error covariance estimate, 𝑃(0), the process noise 

value, 𝑄, and the measurement noise value, 𝑅, which are 

required in Kalman filtering, are also defined during 

initialization stage. Then, every agent is subjected to 

fitness evaluation to produce initial solutions {X1(0), 

X2(0), X3(0), …, Xn-2(0), Xn-1(0), Xn(0)}. The fitness values 

are compared and the agent having the best fitness value at 

every iteration, t, is registered as Xbest(t). For function 

minimization problem, 
 

   (1) 
 

whereas, for function maximization problem,  
 

 (2) 
 

The-best-so-far solution in SKF is named as Xtrue. 

The Xtrue is updated only if the Xbest(t) is better 

((𝑿𝒃𝒆𝒔𝒕(𝑡) < 𝑿𝒕𝒓𝒖𝒆 for minimization problem, or 

𝑿𝒃𝒆𝒔𝒕(𝑡) > 𝑿𝒕𝒓𝒖𝒆 for maximization problem) than the 

Xtrue.  
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The subsequent calculations are largely similar to 

the predict-measure-estimate steps in Kalman filter. In the 

prediction step, the following time-update equations are 

computed. 

       (3) 
 

    (4) 
 

 
 

Figure-1. The simulated Kalman filter (SKF) algorithm. 

 

 
 

Figure-2. The particle swarm optimization (PSO) 

algorithm. 
where Xi(t) and Xi(t|t) are the previous state and 

transition/predicted state, respectively, and P(t) and P(t|t) 

are previous error covariant estimate and transition error 

covariant estimate, respectively. Note that the error 

covariant estimate is influenced by the process noise, Q.  

The next step is measurement, which is a feedback to 

estimation process. Measurement is modelled such that its 

output may take any value from the predicted state 

estimate, 𝑿𝑖(𝑡|𝑡), to the true value, 𝑿𝑡𝑟𝑢𝑒 . 

Measurement, Zi(t), of each individual agent is simulated 

based on the following equation: 

 

         (5) 

 

The sin(𝑟𝑎𝑛𝑑 × 2𝜋) term provides the 

stochastic aspect of SKF algorithm and 𝑟𝑎𝑛𝑑 is a 

uniformly distributed random number in the range of 

[0,1].  

The final step is the estimation. During this step, 

Kalman gain, 𝐾(𝑡), is computed as follows: 
 

 (6) 
 

Then, the estimation of next state, Xi(t+1), is computed 

based on Equation. (7). 

 

    (7) 
 

and the error covariant is updated based on Equation. (8). 
 

  (8) 

Finally, the next iteration is executed until the maximum 

number of iterations, tmax, is reached. 

 
PARTICLE SWARM OPTIMIZATION 

The particle swarm optimization (PSO) is 

illustrated in Figure-2. Consider n number of particle, PSO 

begins with initialization of n particles, in which the 

coordinates of ith particle, xi(0), are given randomly. The 

maximum number of iterations, tmax, and initial velocity of 

ith particle, vi(0), are also defined during the initialization. 

Then, every particle is subjected to fitness 

evaluation to produce initial solutions. Personal best, 

pbest, and global best, gbest, are updated. After that, the 

velocity and position are updated as follows: 

 

     (9) 
 

   (10) 
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where 𝑣𝑖(𝑡) and 𝑣𝑖(𝑡 + 1) are current and 

updated velocity, respectively, 𝑥𝑖(𝑡) and 𝑥𝑖(𝑡 + 1) are 

current and updated position, respectively, 𝜔 is called 

inertia weight, and 𝑟1 and 𝑟2 are called cognitive 

coefficient and social coefficient, respectively, which are 

uniformly distributed random numbers in the range of 

[0,1]. Lastly, the next iteration is executed until the 

maximum number of iterations, tmax, is reached. 

 

HYBRID SKF-PSO ALGORITHM 

Note that even though the SKF follows predict-

measure-estimate steps as in Kalman filter, the states are 

not updated during the predict step, as shown in Equation. 

(3). Hence, in the proposed hybrid SKF-PSO algorithm, 

PSO is employed as the prediction operator in SKF. An 

additional variable is introduced in hybrid SKF-PSO, 

which is the jumping rate, Jr, that is a predefined constant 

in the range of [0,1]. Prediction based on PSO is 

performed if jumping rate condition is satisfied. Once 

jumping rate condition is satisfied, fitness evaluation is 

performed again after the velocity is updated and next 

position is predicted. Then, agents move to the predicted 

position if better solution is found at the predicted 

position. The hybrid SKF-PSO algorithm is shown in 

Figure-3. 

 

 
 

Figure-3. The new hybrid SKF-PSO algorithm. 

In detail, the hybrid SKF-PSO algorithm begins 

with initialization of n agents, in which the states of each 

agent are given randomly. The maximum number of 

iterations, tmax, the initial value of error covariance 

estimate, 𝑃(0), the process noise value, 𝑄, the 

measurement noise value, 𝑅, and jumping rate value, Jr, 

are also defined during initialization stage. Then, every 

agent is subjected to fitness evaluation to produce initial 

solutions. After that, Xbest(t) and Xtrue are updated 

according to SKF algorithm and pbest is updated 

according to PSO algorithm.  

In hybrid SKF-PSO, the purpose of jumping rate, 

Jr, is to control the occurrence of the prediction. Based on 

our observation, the performance of SKF cannot be 

enhanced when PSO is executed at every iteration as the 

prediction operator of SKF. The following jumping 

condition is considered: 

if  rand < Jr 

 then  

  apply PSO in prediction 

 else  

  proceed to measurement and estimation 

else  

 

where rand is a random number in the range of [0,1]. If 

rand < Jr, agents’ velocity is updated as follows: 
 

   (11) 
 

Note that the velocity update is almost similar to PSO 

(Equation. (9)). The only different is that the gbest is 

replaced with Xtrue.  

For the position update, agent moves to a new 

position only if the fitness of the new position is better 

than the fitness of the current position. Thus, pre-

calculation of next position, which is called Xpredict, is 

required and it is calculated as follows:            

 

   (12) 
 

Then, the position is updated as follows: 
 

   (13) 
 

The algorithm continues with measurement and 

estimation similar to SKF using Equation. (5) to Equation. 

(8). The next iteration is executed until the maximum 

number of iterations, tmax, is reached. 

 
EXPERIMENTS 

 In this study, CEC2014 benchmark functions [8] 

have been employed for performance evaluation of the 

proposed hybrid SKF-PSO algorithm. Thirty functions are 

available, which consist of three unimodal  functions,  13 
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multimodal functions, six hybrid functions, and eight 

composition functions, as shown in Table-1. 

 

Table-1. The CEC2014 benchmark problems. 

 

 
 

Table-2 shows the setting parameters used in 

experiment. The search space for all the test functions is [-

100,100] for all dimensions. For PSO, linearly decreasing 

inertia weight is used which can be calculated as: 

 

max min
max

max

t
t

 
 


                                               (14) 

 

RESULT AND DISCUSSION 

The experimental result for CEC2014 benchmark 

functions are tabulated in Table-3. Result in bold represent 

the best performance. It is found that the proposed hybrid 

SKF-PSO performed better than SKF and PSO in most 

problems, particularly, 17 functions out of 30. Examples of 

convergence curves are shown in Figure-4 to Figure-6. 

  

Table-2. Setting parameters. 
 

 
 

Figure-4. Convergence curve for function F2. 

 

 

 
 

Figure-4. Convergence curve for function F11. 
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Table-3. The average fitness value obtained by SKF, 

hybrid SKF-PSO, and PSO algorithms. Numbers in bold 

indicate the best fitness. 
 

 
 

Table-4. Wilcoxon test result. 
 

 
 

Based on the averaged performances, Wilcoxon 

signed rank test is performed. The result of the test is 

tabulated in Table 4. The level of significant chosen here is 

σ = 0.05. It is found that statistically, the proposed SKF-

PSO algorithm not only performed better than SKF and 

PSO algorithm in most problems, SKF-PSO also 

significantly superior than SKF and PSO in solving 

continuous numerical optimization problems. 

 

 
 

Figure-5. Convergence curve for function F20. 

 

 
 

Figure-6. Convergence curve for function F23. 
 

CONCLUSION 

This paper report the first attempt to hybrid a 

recently introduced SKF algorithm with a well-established 

in PSO algorithm. In this study, PSO is chosen as the 

prediction mechanism in SKF algorithm. In addition, 

jumping rate is also incorporated in the proposed SKF-

PSO algorithm. During the prediction, PSO is executed 

not only when the jumping rate condition is satisfied but 

also if the predicted solution is better.  

The findings proved that the proposed hybrid 

SKF-PSO is superior to SKF and PSO algorithms. 

Currently, more experiments are being done. Another well-

established swarm intelligence algorithm is considered to 

be prediction operator in SKF.  
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