ABSTRACT

Alzheimer Disease (AD) is the most common type of dementia among elderly people. It is a severe neurodegenerative disorder which is highly characterized by progressive loss of brain tissues. It interferes with normal activity of daily living due to loss of cognitive ability. Magnetic Resonance Imaging (MRI) has been proven to be very useful in early diagnosis and progression analysis of AD. This paper investigates the regional atrophy due to Alzheimer disease progression in four common brain tissues such as Cerebro Spinal fluid (CSF), Ventricle Segment (VS), White Matter (WM) and Gray Matter (GM) using their corresponding local texture patterns. The extracted information is used to classify Normal, Mild Cognitive Impaired (MCI) and AD subjects. An attempt is made to automatically segment the common brain tissues like WM, GM, CSF and VS. Features are extracted from their local texture patterns. Classification of Normal, MCI and AD is performed in order to investigate the efficiency of these extracted features as biomarkers in automated analysis of Alzheimer diagnosis. Anisotropic Diffusion filter based Level Set Method (ADLSM) is adapted to segment GM, WM, CSF and VS regions of brain. Fuzzy C means Clustering (FCM) technique is used to draw the initial contour which is later evolved using level set contour towards the desired boundaries. Local texture patterns such as Local Binary Patterns (LBP), Local Tetra Patterns (LTrP), Local Ternary Patterns (LTP) and Local Maximum Edge Binary Patterns (LMEBP) of segmented images are calculated. Histogram based features are extracted from these local patterns in order to classify NC, MCI and AD. It shows that the proposed FCM based ADLSM could able to segment the various brain tissues accurately. All local patterns are able to bring out the structural variations in terms of edge details. A maximum accuracy of 100 % is observed using LTP features and SVM classifier in differentiating AD and normal in GM, WM and whole brain regions. LMEBP features show an average performance measure of greater than 75% accuracy in differentiating MCI and normal subjects using SVM classifier. Similarly, LTP features show a good performance measure of 100% classification accuracy in differentiating AD and MCI in whole brain region. In conclusion, histogram features derived from local ternary patterns could be an efficient biomarker for classification of AD, MCI and normal subjects. Textural variations in gray matter and whole brain regions contribute more in differentiating the disease progression using local patterns. Hence, the proposed flow of segmentation algorithm, LTP feature extraction of various brain tissues along with SVM classifier may help to improve the automated diagnosis of Alzheimer disease progression.
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1. INTRODUCTION

Dementia is a chronic and progressive syndrome which deteriorates the cognitive function especially in aged people, worldwide. It affects memory, thinking, behaviour and the ability to perform everyday activities. It is estimated that 47.5 million people worldwide are affected with dementia, reporting 7.7 million new cases every year. It is also predicted that 75.6 million people will be affected by 2030 and almost triple by 2050. One of the most common forms of dementia is Alzheimer Disease (AD) which is a neuro-degenerative disorder and it accounts for 60% - 70% of dementia cases [1].

Currently, there are no treatments available to cure AD or alter its progressive nature. But, it is reported that the early diagnosis of AD can help to provide more information for treatment planning and long - term support for dementia care [1, 2]. The standard procedure of diagnosing AD requires brain tissue samples, which may be obtained either by autopsy or brain biopsy. Mini mental score examination and clinical dementia ratio are the two common clinical tests that are used currently for diagnosis of AD [3]. Mild cognitive Impairment (MCI) is a new transitional stage from normal to AD. It is defined as a stage when a patient has some mild memory loss problem but still can do their day to day activities. It is reported that there is a high risk of converting MCI to AD cases and 50% of MCI patients convert to AD in a period of three years [4].

The brain tissues of AD patients are characterized by amyloid plaques and neurofibrillary changes, hippocampal atrophy, gray and white matter atrophy due to neuronal losses and enlargement of ventricle and sulci [5-9]. Normal brain parts are categorized mainly as cerebrospinal fluid (CSF), white matter (WM) and gray matter (GM). CSF is located between the brain and skull and it is liquid part of the brain. It is reported that enlarged CSF area can be potential indicator of AD patients [10]. Ventricle Segment (VS) is defined as an empty space within cerebral hemisphere and brain stem and is filled with CSF liquid. In AD patients, ventricle is identified as
an enlarged region with increased volume. It can also be a bio-marker in AD analysis [11, 12]. Gray matter is one of the two major tissues in the brain. It consists of cell bodies of neural system. The degeneration of this structure in various parts is highly related to AD progression. Various studies have been reported about white matter abnormalities related to AD diagnosis. Temporal lobe WM atrophy is treated as one of important bio-marker in evaluating AD prognosis [9, 13].

The neuro imaging modalities such as Computed Tomography (CT), Single-Photon Emission Computed Tomography (SPECT) and Positron Emission Tomography (PET) have confirmed the GM tissue losses, abnormalities in WM and increase CSF [9]. Either GM or WM loss or even the combination of both may lead to brain atrophy. As dementia is primarily attributed due to neuronal loss, greater extent of brain tissue loss is expected to happen in GM than WM. Several investigations have reported that WM is secondarily affected brain tissue region in AD patients. Two ways of brain tissue analysis have been reported in the literature. First, volume analyses in which whole or specific regions of the brain are quantified with manual tracing. Second, the amount of various brain tissue types namely GM, WM, VS and CSF are quantified based on segmentation and pixel intensity based features [9, 10].

Clinically, Magnetic Resonance Imaging (MRI) of brain is reported as an efficient non-invasive diagnosis of neuro degenerative disorders [14]. It is an imaging technique that has high spatial resolution. Structural changes in the brain that are associated with AD can be non-invasively assessed using MRI. The brain tissue reduction in AD is primarily captured on MR brain images due to signal loss in the cortex, medical temporal lobe and enlarged cerebrospinal fluid and ventricles. This help to visualize atrophy in different views [15]. Hence, MR imaging is widely used for AD diagnosis when compared to other modalities such as CT, SPECT and PET. Most of recent research aims to compare biological, neuro imaging and clinical assessment of behavioural and cognitive changes induced due to normal ageing, MCI and AD [16].

The simplest approach to identify regional changes in brain is visual voting and it helps to compare the atrophy level in MR images. It is reported that the accuracy of this method is around 89% in classifying AD and normal subjects [17]. High degree of atrophy is reported in sub-regions of medical temporal lobe during mild stages of AD and neocortical and cortical regions in the advanced AD stages [18]. On set of dementia happens several years before and hence, these atrophy patterns can be detected at early stages of AD and MCI using MRI scans. It is also reported that the manual measurement of hippocampus and entorhinal cortex volumes has given an accuracies around 80% to 85% in predicting the disease progression from MCI to AD [19]. The manual segmentation of region of interest is time consuming, highly variable from person to person and prone to errors.

Identification of potential biomarkers for early diagnosis of AD is important in order to enhance the diagnosis, monitoring and drug delivery. Therefore, there is a need for automated image based classification of individual patients to support the clinicians. This limits the manual segmentation of atrophy analysis in general neuro degenerative disorders [20]. Hypothesis driven automated approaches to segment hippocampus volume reached accuracies around 70% to 80% in differentiating MCI and AD subjects from normal subjects [21]. The diagnostic accuracy of classifying AD, MCI from normal subjects have increased to 90% when combination of several neuro anatomical ROI regions is considered [22]. Data driven approaches are introduced where the local differences in the brain tissues are used [23].

The studies based on ventricle enlargement are reported for neurodegenerative disorders. It is reported as a significant biomarker for identification of AD, MCI and normal subjects [11]. The ventricle shape has been used to differentiate AD and normal subjects and an accuracy of 84% has been reported [12]. As the volume analysis is time consuming procedure, in 1998, Peter A. Freeborough et al. [24] used texture analysis to diagnose AD and reported with a classification rate of 91%. There are studies that emphasise the importance of texture analysis using gray level dependence, gray level non uniformity and run length non uniformity for classification among AD, MCI and Normal subjects [25]. It is reported that texture analysis showed a significant variation and hence, aided for early detection of brain related disorders.

Local Binary Patterns (LBP), a texture descriptor is introduced as a powerful feature in classifying dementia using MR brain images [26]. Later in 2012, it has been reported that LBP, contrast features and white matter volume as an efficient biomarker in classifying dementia using WM of brain MR images [27]. It is also reported that LBP and its contrast measure as a potential feature to classify the whole brain MR images into three classes of dementia [28].

First step towards automated analysis of Alzheimer disease using MR images is to extract the brain tissue region. The segmentation of brain MRI remains to be a challenging in neuro imaging studies [29]. Several segmentation algorithms have been reported which includes thresholding, atlas guided approaches, clustering, markov random fields models and deformable models. Gradient vector flow snakes and level set methods are two deformable modeling techniques that have been reported and used to segment brain tissues from MR images [30]. The drawbacks of deformable models are energy optimization problem and different results being generated with different initial contours for the same image. Therefore, edge based level set method are proposed in which the initial level set contour is evolved using edge maps. These edge maps are derived as the inverse gradient of the Gaussian smoothed images. Due to thick and spurious edges, the level set contour tends to settle in false edge boundaries which is so critical in case of medical
image. To address this issue, Suganthi et al. introduced anisotropic diffusion filter based level set method to segment breast thermal images [31]. By using non linear filter, the edge details are preserved and resulted with thin and clear edge boundaries. The initial contours are derived manually. ADLSM is also reported for extraction of VS and atrophy analysis of corpus callosum regions in AD brain MR images. It is reported that ventricle extraction and its morphology changes are potential biomarkers for AD diagnosis [32, 33]. Fuzzy C Means (FCM) clustering technique has been reported for automated segmentation and volume analysis of WM, GM and CSF regions of brain MR images [34]. Integration of FCM and conventional LSM is widely used and reported to extract brain tissue regions, skin lesions and blood vessels in angiograms [35, 36].

In this study, the potential of local texture patterns of regional brain tissues as features and as Alzheimer biomarkers are studied using MR images. In the following, the major anatomical parts of brain tissues like gray matter (GM), white matter (WM), Cerebrospinal fluid (CSF) and Ventricle Segment (VS) are evaluated in terms of their discriminative power in classifying the subjects into different pairs of populations (AD vs MCI, MCI vs Normal, AD vs Normal and AD vs MCI vs Normal). The analysis on whole brain (WB) is also carried out. The various regions of the brain tissues are segmented using FCM and anisotropic diffusion filter based level set. The local patterns namely local binary patterns (LBP), local ternary patterns (LTP), local tetra patterns (LTrP) and local maximum edge binary patterns (LMEBP) of each segmented brain regions are obtained. From each pattern, histogram based features like mean, variance, skewness, kurtosis, energy, entropy and few shape based features are extracted. These feature vectors are used to classify the subjects into AD, MCI and normal using four different classifiers like naive bayes, support vector machine, adaboost and random forest. The obtained results and the corresponding discussions are presented in this paper.

\[
\frac{\partial \psi}{\partial t} = \mu [\Delta \psi - \text{div}(\nabla \psi / ||\nabla \psi||)] + \lambda \delta(\psi) \text{div}(g \nabla \psi / ||\nabla \psi||) + v g \delta(\psi)
\]

(1)

where \(\mu, \lambda\) are constants, \(\psi\) indicates the initial contour and \(g\) represents the edge map function of the image and helps the initial contour to evolve towards desired boundary. If \(I\) represents the original raw brain MR image, \(I_e\) represents the non linear isotropic diffusion filtered image and the edge map \(g\) is defined as [31].

\[
g = \frac{1}{1 + ||\nabla I||^2}
\]

(2)

To segment the various brain tissues such as GM, WM, and CSF, the respective initial contours are given automatically using Fuzzy C means Clustering algorithm. It is an unsupervised technique in which the image is represented in various feature spaces, and the related data points in this feature space is grouped into clusters. This is achieved by minimizing a cost function which is directly related to the distance between the pixels and cluster centres in the feature domain. The cost function that is minimized iteratively is given as [39].

\[
J = \sum_{i=1}^{N} \sum_{j=1}^{c} u_{ij} m ||x_j - \bar{v}_i||^2
\]

(3)

where \(m\) is a constant that controls the fuzzy nature of the partition, \(||\cdot||\) represents the norm function, \(u_{ij}\) represents the membership function of pixel \(x_j\) in the \(i\)th cluster and is defined as:

2. METHODOLOGY

2.1 Image database

The proposed segmentation and feature extraction methods are experimented on brain MR images that are obtained from online databases Open Access Series of Imaging Studies (OASIS) [37]. They are T1 - weighted images of resolution 1.0 x 1.0 x 1.25 mm\(^3\). MR brain images of 90 subjects are considered in this work. Based on Clinical Dementia Rating (CDR) values the images are grouped such as 30 subjects in Normal (CDR = 0), 30 subjects in Mild cognitive impaired (CDR = 0.5) and 30 subjects in Alzheimer disease condition (CDR >=1). These subjects are all right-handed and aged on an average of 78±6.91 (AD), 76.21±7.18 (MCI) and 69.07±13.87 (Normal). This set of data include both men and women subjects of AD, MCI and NC as 20F/10M, 39F/31M and 97F/38M respectively. These images are gain-field corrected and atlas registered and hence it is ensured that the voxels in different images refer to same anatomical positions of the brain.

2.2 Anisotropic diffusion filter based level set method

The variational level set method without reinitialization [38] proposed by Li et al. which is an active contour method uses a Gaussian filtered image as an edge map for the initial contour to evolve towards the boundary. As it is a linear diffusion and homogenous filter, it blurs and thickens the edges and hence, the level set contours may evolve towards the false boundaries. In this work, a non-linear isotropic diffusion filter based level set method without reinitialization is used to segment the Gray Matter (GM), White Matter (WM), Cerebro Spinal Fluid (CSF) and Ventricle Segment (VS) of the brain [31, 32]. The initialization of zeroth level set is automated using Fuzzy C means Clustering algorithm. The general form of curve evolution equation of level set function is given by the gradient flow equation as [38].
feature that is computed given a centre pixel \( g_c \) governed by the following equation.

\[
\text{LBP}_N = \sum_{n=1}^{N} 2^{(n-1)} \times f_1(g_n, g_c) \big|_{N=8}
\]

\[
f_1(g_n, g_c) = \begin{cases} 
1, & \text{if } g_n - g_c \geq 0 \\
0, & \text{otherwise}
\end{cases}
\]

where \( N \) is the number of neighborhood pixels of radius 1 (chosen for this study) and \( g_n \) is the gray value of the neighbor pixel.

### 2.3.2 Local Ternary Pattern (LTP)

The local ternary pattern is a texture feature that returns two sets of binary values computed as follows [42].

\[
\text{LTP}_{1p} = \sum_{n=1}^{N} 2^{(n-1)} \times f_2(g_n, g_c, t)
\]

\[
f_2(g_n, g_c, t) = \begin{cases} 
1, & \text{if } g_n \geq g_c + t \\
0, & \text{otherwise}
\end{cases}
\]

LTP_{2p} = \sum_{n=1}^{N} 2^{(n-1)} \times f_3(g_n, g_c, t)

\[
f_3(g_n, g_c, t) = \begin{cases} 
-1, & \text{if } g_n \leq g_c - t \\
0, & \text{otherwise}
\end{cases}
\]

where, \( t \) is the threshold that helps in eliminating the effect of noises present in the images.

### 2.3.3 Local Tetra Pattern (LTrP)

LTrP is extended version of LBP and derived from the concepts of LBP and LTP. It defines the local pattern according to the direction of centre pixel [43].

The first order derivative along \( 0^\circ \) and \( 90^\circ \) is represented as

\[
I_{0}^{1}(g_c) = I(g_h) - I(g_c)
\]

\[
I_{90}^{1}(g_c) = I(g_v) - I(g_c)
\]

Where \( g_h \) represents the horizontal neighboring pixel to the center pixel \( g_c \) and \( g_v \) represents vertical neighboring pixel. \( I_{0}^{1} \) represents the first order derivative of the image along \( 0^\circ \). The direction of the center pixel is defined as:

\[
I_{\text{Dir}}^{1}(g_c) = \begin{cases} 
1, & I_{0}^{1}(g_c) \geq 0 \text{ and } I_{90}^{1}(g_c) \geq 0 \\
2, & I_{0}^{1}(g_c) < 0 \text{ and } I_{90}^{1}(g_c) \geq 0 \\
3, & I_{0}^{1}(g_c) < 0 \text{ and } I_{90}^{1}(g_c) < 0 \\
4, & I_{0}^{1}(g_c) \geq 0 \text{ and } I_{90}^{1}(g_c) < 0
\end{cases}
\]

The second order LTrP is defined as follows,

\[
\text{LTrP}^{2}(g_c) = \{f_4(I_{\text{Dir}}^{1}(g_c), 1_{\text{Dir}}^{1}(g_c)), f_4(I_{\text{Dir}}^{1}(g_c), 1_{\text{Dir}}^{1}(g_c)), \ldots f_4(I_{\text{Dir}}^{1}(g_c), 1_{\text{Dir}}^{1}(g_N)) \} \big|_{N=8}
\]
Let’s assume that for a particular $c = 1$, the LTPr can be refined into corresponding binary patterns as follows:

$$LTrP2|_{g=2,3,4} = \sum_{n=1}^{N} 2^{(n-1)} \times f_5(LTrP2(g_c), \emptyset)$$

(17)

$$f_5(LTrP2(g_c), \emptyset) = \begin{cases} 1, & \text{if } LTrP2(g_c) = \emptyset \\ 0, & \text{otherwise} \end{cases}$$

(18)

The tetra pattern includes a magnitude pattern extracted as given below

$$M1^c(g_n) = \sqrt{I^2_1(g_n) + I^2_9(g_n)}$$

(19)

The magnitude pattern is given by,

$$\text{MP} = \sum_{n=1}^{N} 2^{(n-1)} \times f_7(M1^c(g_n), M1^c(g_c)) \big|_{N=8}$$

(20)

### 2.3.4 Local Maximum Edge Binary Patterns (LMEBP)

Local Maximum Edge Binary Patterns (LMEBP) was proposed for image retrieval and object tracking applications [41]. It is reported that LMEBP captures more edge information when compared to LBP. LMEBP of an image is calculated as the magnitude of the local difference between the centre pixel and its eight neighbours. The obtained local differences are arranged in descending order representing first maximum edge to eighth maximum edge. Each edge is assigned as either ‘1’ or ‘0’ based on the local difference. A binary value of ‘1’ is assigned when the value is greater than or equal to zero, ‘0’ otherwise. Finally, first maximum edge to eighth maximum edge is coded based on nine binary values. The algorithm is implemented using the following equations:

$$I'(g_c) = I(g_c) - I(g_{n}), i = 1,2,...,8$$

(21)

$$I_i = \text{arg}(\max(I'(g_{i})), I'(g_{i+1}), ..., I'(g_8)))$$

(22)

where $\max(x)$ returns the maximum value of $x$.

**Shape factor 4**

$$\text{Shape factor 4} = \frac{\text{Area}}{\left(\frac{\text{Major axis length}}{2}\right)^2 + \left(\frac{\text{Minor axis length}}{2}\right)^2}$$

(23)

**Shape factor 5**

$$\text{Shape factor 5} = \frac{\text{Area}}{\left(\frac{\text{Major axis length}}{2}\right)^3 + \left(\frac{\text{Minor axis length}}{2}\right)^3}$$

(24)

A binary value is assigned based on the edge value. If the edge is positive, ‘1’ is assigned and ‘0’ otherwise. Therefore,

$$I_{\text{new}}(g_c) = f(I'(g_{n}))$$

(25)

$$f(x) = \begin{cases} 1, & x \geq 0 \\ 0, & \text{else} \end{cases}$$

(26)

LMEBP is defined as

$$\text{LMEBP}(I(g_c)) = \{I_{\text{new}}(g_1), I_{\text{new}}(g_2), ..., I_{\text{new}}(g_8)\}$$

(27)

whose values range from 0 to 511.

### 2.4 Classification

Histogram features such as mean, variance, skewness, kurtosis, energy and entropy are calculated from each segmented brain tissues and obtained binary patterns. Feature vector is formed using the histogram features of the corresponding brain tissue and its local patterns. In case of LBP, the feature vector size is 12. LTP results in binary images and hence, the feature vector size is 18 ($2 * 6 + 6$). Similarly, LTrP results in 4 binary images and the feature vector size is $30 (4 * 6 + 6)$. Finally, LMEBP results in 8 binary patterns and hence, the size of feature vector is 54 ($8 * 6 + 6$). As ventricle is characterized by increased shape during AD progression, additionally, shape based features are extracted. Therefore, for ventricle analysis, the feature vector includes the corresponding defined histogram features set and shape based features ($x + 7$, $x$ belongs to feature set based on LBP/LTP/LTrP/LMEBP). The additional shape based features include area, perimeter, 5 shape factors. The five shape factors are derived from the basic geometric descriptors like area, perimeter and axis length. It is defined as [44].

**Shape factor 1**

$$\text{Shape factor 1} = \frac{1}{\text{compactness}}$$

(28)

**Shape factor 2**

$$\text{Shape factor 2} = \frac{\text{Major axis length}}{\text{Area}}$$

(29)

**Shape factor 3**

$$\text{Shape factor 3} = \frac{\text{Area}}{\left(\frac{\text{Major axis length}}{2}\right)^3}$$

(30)

### 2.5 Performance evaluation

The significance of the extracted features are studied by differentiating the samples as AD, MCI and Normal using four different classifiers in order to
understand the effectiveness of these feature sets. The classifiers used are Naive Bayes, Support Vector Machine, AdaBoost and Random Forest. The proposed analysis is divided into four groups in which three are binary classification problems and one being a three class problem. In case of binary classification, we attempted to classify AD and MCI, MCI and Normal and finally, AD and Normal. In three class problem, we attempted to classify AD, MCI and Normal samples. The performance of the extracted features and classifier is analysed by calculating the evaluation metrics namely Accuracy, Specificity and Sensitivity. These metrics are derived based on the confusion matrix.

This study is performed by extracting the features using LBP, LTP, LMEBP and LTrP patterns. Further, these features are extracted from whole brain regions and also from various brain regions such as White matter, Grey matter, cerebrospinal fluid and ventricle. The feature set from a particular region that resulted in maximum accuracy is reported, discussed and proposed for the analysis of Alzheimer Disease using MR brain images.

### 3. RESULTS AND DISCUSSIONS

The experimental performance of the proposed analysis of Alzheimer disease using MR brain images is discussed in this section. Skulled stripped whole brain tissue region and various regions like gray matter (GM), white matter (WM), cerebrospinal fluid (CSF), and Ventricle Segment (VS) are segmented using anisotropic diffusion filter based level set method and Fuzzy C means clustering algorithm. Histogram features from local patterns like local binary patterns (LBP), local ternary patterns (LTP), local maximum edge binary patterns (LMEBP) and local tetra patterns (LTrP) are extracted. The performance of these features in differentiating Alzheimer Disease (AD), Mild Cognitive Impairment (MCI) and Normal images are analysed using four different classifiers such as naive bayes (NB), support vector machine (SVM), Adaboost (AB) and Random forest (RF) methods. The obtained results at various stages are displayed and discussed in this section.

Figure-1 represents typical brain MR images of normal, Mild Cognitive Impairment and Alzheimer disease.

![Figure-1. Typical brain MR images of normal, mild cognitive impairment and Alzheimer disease.](image)

Figure-2 depicts the representative images of normal, AD and MCI subjects after skull stripping. It shows only the brain tissue regions. The intensity variations can be observed for CSF, GM and WM in an increasing order representing CSF as dark gray regions. The centre region is ventricle which is filled with CSF and carries very low intensity values. The texture difference between AD, MCI and normal images can be easily visualized from these images. The enlarged ventricle region indicates the progression of AD. The difference in the intensity variations is prominent in MCI and AD subjects compared to normal subjects. This may be due to brain tissue loss or shrinkage of brain regions resulted with increased CSF regions.
The skull stripped images are subjected to segmentation procedure using anisotropic diffusion filter based level set method. The level set method uses edge map of the brain tissues in order to evolve the initial contour. In conventional level set method, the edge map is obtained using Gaussian filtered image and is shown in Figure-3. Level set contour may get confused between the true and false boundaries due to presence of thick and spurious edges as shown in Figure-3(b). Therefore, the final segmented image may not the desired region of interest (ROI) and may lead to increased false positive results. This is addressed by replacing Gaussian filter as anisotropic diffusion filter which is a non linear filter. The filter performs non linear filtering operation and hence, the edge details are preserved. This can be clearly observed from Figure-3(c). The initial contour for the level set method to evolve is obtained as clusters using Fuzzy C means Method (FCM) to segment the brain regions as CSF, WM and GM.

Figure-4 represents the intermediate results obtained during the segmentation of various brain regions. It show the results of FCM clustering technique, initial contour, final contour, segmented mask and corresponding segmented images. The initial segmentation is performed using FCM technique. The obtained segmented clusters through FCM are used as initial contours for the level set to evolve towards desired boundary. It is seen that the initial contours gave a rough estimate of region boundaries. The exact boundary is achieved by evolving the initial contour based on the edge map over minimum iteration. The final evolved contour shows that the anisotropic diffusion level set method based segmentation algorithm could effectively segment the regions accurately. The segmented mask is generated as the result of segmentation and segmented image is obtained by multiplying the mask with raw image.
The ventricle segmentation is performed using anisotropic diffusion filter based level set method. The initial contour, final contour, segmented mask and segmented images are shown in Figure-5. The initial contour is given manually inside the ventricle region and is evolved according to the edge map. The results obtained shows that the segmentation method is able to accurately segment the ventricle region.

The ventricle segmentation is performed using anisotropic diffusion filter based level set method. The initial contour, final contour, segmented mask and segmented images are shown in Figure-5. The initial contour is given manually inside the ventricle region and is evolved according to the edge map. The results obtained shows that the segmentation method is able to accurately segment the ventricle region.

Typical results of segmented GM, WM, CSF and Ventricle regions are shown for normal, AD and MCI images in Figure-6. It shows that the FCM based ADLSM is capable of segmenting the various brain regions irrespective of pathological conditions. LBP, LTP, LTrP and LMEBP images are derived from the segmented GM, WM, CSF and Ventricle regions. The same is also performed on whole brain regions. Histogram based features are calculated and feature vector is formed. Figure-7 shows the scatter plot of calculated area of segmented ventricle as feature. It shows that the ventricle area of AD subjects is greater than normal subjects and this feature can be an efficient biomarker for classifying AD and normal subjects. As MCI is a transition form from normal to AD, the ventricle areas are found to be scattered sharing both normal and AD subjects.


<table>
<thead>
<tr>
<th></th>
<th>Raw Image</th>
<th>CSF Mask</th>
<th>Gray Matter Mask</th>
<th>White Matter Mask</th>
<th>Segmented Ventricle</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AD</strong></td>
<td><img src="image1" alt="Raw Image" /></td>
<td><img src="image2" alt="CSF Mask" /></td>
<td><img src="image3" alt="Gray Matter Mask" /></td>
<td><img src="image4" alt="White Matter Mask" /></td>
<td><img src="image5" alt="Segmented Ventricle" /></td>
</tr>
<tr>
<td><strong>MCI</strong></td>
<td><img src="image6" alt="Raw Image" /></td>
<td><img src="image7" alt="CSF Mask" /></td>
<td><img src="image8" alt="Gray Matter Mask" /></td>
<td><img src="image9" alt="White Matter Mask" /></td>
<td><img src="image10" alt="Segmented Ventricle" /></td>
</tr>
<tr>
<td><strong>Normal</strong></td>
<td><img src="image11" alt="Raw Image" /></td>
<td><img src="image12" alt="CSF Mask" /></td>
<td><img src="image13" alt="Gray Matter Mask" /></td>
<td><img src="image14" alt="White Matter Mask" /></td>
<td><img src="image15" alt="Segmented Ventricle" /></td>
</tr>
</tbody>
</table>

**Figure-6.** Typical segmentation results of cerebro spinal fluid, gray matter and white matter of varied pathological conditions of brain tissues.

Figure-7 shows a scatter plot representation of area as a significant feature of the segmented ventricle across normal, MCI and AD subjects. A gradual increase in the ventricle area is observed as disease progresses. The ventricle area of the normal subject is significantly lower than AD subjects. In case of MCI, the area falls in between the normal and AD subjects. It shows significant overlap with both the normal and AD subjects. It can be seen that the disease progresses, the ventricle area enlarges. The same pattern is observed for other shape based features as well.

![Scatter plot diagram of the feature area of segmented ventricle.](image16)

**Figure-7.** Scatter plot diagram of the feature area of segmented ventricle.

The extracted histogram features and shape based features are formed into the corresponding feature vectors and are used to classify the MR brain images into normal, AD and MCI. The performance of different classifiers for these extracted features is analyzed. The results using LTP feature vector show maximum performance of 100% for Gray matter and whole brain regions using NB classifier in differentiating AD and MCI subjects. The obtained values are shown in Table-1.
Table-1. Classification results using Naive Bayes and LTP features for differentiating AD and MCI.

<table>
<thead>
<tr>
<th></th>
<th>CSF</th>
<th>GM</th>
<th>WM</th>
<th>VS</th>
<th>WB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.683</td>
<td>1</td>
<td>0.617</td>
<td>0.567</td>
<td>1</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.739</td>
<td>1</td>
<td>0.652</td>
<td>0.60</td>
<td>1</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.649</td>
<td>1</td>
<td>0.595</td>
<td>0.55</td>
<td>1</td>
</tr>
</tbody>
</table>

As the whole brain and gray matter regions have more texture when compared to other regions, they showed the maximum accuracy in classifying AD and MCI. Ventricle regions show comparatively less accuracy which may be due to the homogenous area and negligible texture information is present. The classification accuracy of different local patterns using different classifiers for all brain regions is shown in Figure-8.

![Figure-8](image-url)

**Figure-8.** Accuracy measure of different classifiers in differentiating AD and MCI using (a) LBP (b) LTP (c) LMEBP and (d) LTrP features.

All local patterns could capture the variations in the texture details which may be due to rich texture information in those regions. This helps to classify AD and MCI with maximum accuracy of 100%. Gray matter shows the next highest accuracy of 100% using LTP features followed by CSF region using LMEBP features. On an average, LBP features show a classification performance of greater than 65% in all regions in differentiating AD and MCI subjects. The average performance of classifiers is observed to vary between 60 to 75% in differentiating MCI and Normal as shown in Figure-9.
Figure 9. Accuracy measure of different classifiers in differentiating MCI and Normal using (a) LBP (b) LTP (c) LMEBP and (d) LTrP features.

This shows that the structural variations are not significant as the disease progresses from normal to MCI. LMEBP based feature vector results in maximum accuracy of 73% for CSF regions using random forest classifier. The classification performance show a consistent results in classifying MCI and Normal especially for CSF, GM and ventricle regions of brain. There seems to be significant decrease in performance accuracy for whole brain region when compared to AD vs MCI which may be due to existence of negligible texture variations between MCI and normal subjects. Table-2 shows the results obtained in classifying MCI and Normal using LMEBP feature vector and SVM classifier. It is observed that an average performance greater than 65% is achieved using the proposed feature sets.

Table 2. Classification results using SVM and LMEBP features for differentiating Normal and MCI.

<table>
<thead>
<tr>
<th></th>
<th>CSF</th>
<th>GM</th>
<th>WM</th>
<th>VS</th>
<th>WB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.69</td>
<td>0.7</td>
<td>0.65</td>
<td>0.617</td>
<td>0.717</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.657</td>
<td>0.714</td>
<td>0.645</td>
<td>0.63</td>
<td>0.689</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.72</td>
<td>0.688</td>
<td>0.655</td>
<td>0.606</td>
<td>0.76</td>
</tr>
</tbody>
</table>

The classification performance in differentiating AD and normal subjects is shown in Fig. 10 for LBP, LTP, LMEBP and LTrP feature set using different classifiers. It is observed that the classification performance of AD and Normal subjects seems to be better than AD vs MCI and MCI vs Normal subjects in all brain tissue regions. This may be due to the increase in the disease severity as it progresses from normal to AD. The maximum performance is achieved using the features that are extracted from WB, GM and ventricle regions for LTP feature set. The other regions show a significantly good performance in classifying AD and Normal subjects. This shows that the local patterns are efficient to bring out the texture difference that is attributed due to severe disease condition. LTP feature vector is highly significant in classifying AD and Normal in CSF and Ventricle regions also.
Figure-10. Accuracy measure of different classifiers in differentiating AD and Normal using (a) LBP (b) LTP (c) LMEBP and (d) LTrP features.

Table-3 represents the performance measures of various regions of brain tissues in differentiating AD and Normal using LTP feature sets and SVM classifier. When compared to ADvsMCI and MCIvs Normal classification results, a consistent improvement in classification performance is observed. An average of 90% classification performance indicates that the LTP feature vector are efficient in differentiating the brain tissues by capturing the variations introduce due to tissues losses when the decrease progressed from Normal to AD. A significant improvement in performance is observed almost in all brain regions.

Table-3. Classification results using SVM and LTP features in differentiating Normal and AD subjects.

<table>
<thead>
<tr>
<th></th>
<th>CSF</th>
<th>GM</th>
<th>WM</th>
<th>VS</th>
<th>WB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.833</td>
<td>1</td>
<td>1</td>
<td>0.767</td>
<td>1</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.763</td>
<td>1</td>
<td>1</td>
<td>0.711</td>
<td>1</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.955</td>
<td>1</td>
<td>1</td>
<td>0.864</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure-11 shows the performance results obtained in classifying AD, MCI and Normal subjects of various brain tissue regions using feature sets extracted from the corresponding local patterns. It is found that LTP feature set and SVM results in maximum accuracy of 82.2% in GM brain tissue region. Also it is observed that brain regions like GM and WB show a significant improvement by an average measure greater than 70% using LTP feature sets. WB region shows consistent performance in classifying AD, MCI and Normal subjects using all local patterns on an average measure greater than 67%. The structural variations in the brain tissues of various regions due to losses or shrinkages are efficiently captured by local ternary patterns.
Table-4 shows the classification accuracy of LTP feature sets derived from different brain tissues and different classifiers. It is found that LTP features extracted from GM and WB regions could show significant performances in classifying AD, MCI and normal subjects. In other regions, the performance is poor which may be due to insignificant variations in the intensity levels in those regions.

<table>
<thead>
<tr>
<th></th>
<th>CSF</th>
<th>GM</th>
<th>WM</th>
<th>VS</th>
<th>WB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.544</td>
<td>0.7444</td>
<td>0.50</td>
<td>0.511</td>
<td>0.7556</td>
</tr>
<tr>
<td>SVM</td>
<td>0.600</td>
<td>0.822</td>
<td>0.52</td>
<td>0.500</td>
<td>0.711</td>
</tr>
<tr>
<td>AB</td>
<td>0.544</td>
<td>0.662</td>
<td>0.42</td>
<td>0.4889</td>
<td>0.667</td>
</tr>
<tr>
<td>RF</td>
<td>0.4667</td>
<td>0.722</td>
<td>0.52</td>
<td>0.522</td>
<td>0.7333</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS

In this work, regional atrophy analysis of Alzheimer MR brain images is carried out. Brain MR images are subjected to FCM based Anisotropic diffusion filter based level set framework in order to extract the various brain regions like gray matter (GM), white matter (WM), cerebrospinal fluid (CSF) and ventricle segment (VS). Local patterns such as local binary pattern (LBP), local ternary patterns (LTP), local maximum edge binary patterns (LMEBP) and local tetra patterns (LTrP) of segmented brain regions are calculated. From each patterns, histogram based features are extracted and feature vectors are formed. The significance of the extracted features are analyzed by classifying the MR images into AD, MCI and normal subjects. The segmentation results show that the proposed automated algorithms could able to extract the various brain regions efficiently. The initial segmentation results obtained using FCM and anisotropic diffusion filtered edge map are able to drive the level set contour towards the desired
boundaries. The various local patterns of these segmented brain tissues are found to be significant in bringing out the edge details incorporating the textural variations. The classification accuracy in differentiating AD and normal seems to be high when compared to other cases resulting in maximum accuracy of 100% using LTP features and SVM classifier in GM, WM and WB regions. Similarly, combination of SVM classifier and LTP features results in maximum accuracy of 82% in differentiating AD, MCI and normal subjects especially in GM brain regions. Thus, it appears that LTP features can be one of efficient biomarkers in identifying AD, MCI and Normal subjects. And also, the pipeline of FCM - ADLSM segmentation, LTP features of GM, WM, and WB regions with SVM classifier may improve the diagnostic relevance in automated diagnosis of Alzheimer disease using brain MR images.
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