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ABSTRACT 

In this paper, an empirical comparison made between three parametric models namely Exponential, Log-logistic 

and Gompertz distributions in the analysis of software reliability data. Processor failure data was used to compare the 

models in terms of deviance. Gompertz distribution gave the better fit than the other models in terms of deviance. 

 

Keyword: software reliability, deviance, MLE, exponential, log-logistic, gompertz. 

 

1. INTRODUCTION 

Software reliability is a key part in software 

quality. The nature and complexity of software have 

changed lot in the past few decades. In the recent years, it 

is very necessary to produce good quality of software with 

high precession of reliability. In the olden days software 

errors and bugs were fixed at a later stage in the software 

development. Today to produce high quality reliable 

software is a big challenge because nowadays most 

standard components and better process are introduced 

every day in this software engineering field. If not 

considered carefully, software reliability can be the 

reliability bottleneck of the whole system. Ensuring 

software reliability is no easy task. As hard as the problem 

is, promising progresses are still being made toward more 

reliable software.  

Software Reliability measurement is a set of 

mathematical procedures that can be used to estimate and 

predict the reliability behavior of software during its 

development and operation. The primary goal of software 

reliability is to answer the following question, that is given 

a system, what is the probability that it will fail in a given 

time interval, or, what is the expected duration between 

successive failures? Also it is an important factor affecting 

system reliability see e.g., Musa [5, 6], Lyu [4] and Pham 

H [7, 8]. It differs from hardware reliability in that it 

reflects the design perfection, rather than manufacturing 

perfection. The high complexity of software is the major 

contributing factor of Software Reliability problems. 

Software Reliability is not a function of time - although 

researchers have come up with models relating the two.  

The modeling technique for Software Reliability 

is reaching its prosperity, but before using the technique, 

we must carefully select the appropriate model that can 

best suit our case. Measurement in software is still in its 

infancy. No good quantitative methods have been 

developed to represent Software Reliability without 

excessive limitations. Various approaches can be used to 

improve the reliability of software, however, it is hard to 

balance development time and budget with software 

reliability. Software failures may be due to errors, 

ambiguities, oversights or misinterpretation of the 

specification that the software is supposed to satisfy, 

carelessness or incompetence in writing code, inadequate 

testing, incorrect or unexpected usage of the software or 

other unforeseen problems.   

In order to estimate software reliability data we 

have to use some probability models. Various NHPP 

(Non-homogeneous Poisson Process) software reliability 

models are available to estimate the software reliability. 

Therefore, in this paper, in the preliminary section, we 

have discussed three statistical distribution models namely 

Exponential, Log logistic and Gompertz to compare 

software reliability data with the help of deviance. 

Many authors are analyzing software reliability 

data using some fixed model namely exponential power 

model etc. (see [12, 13]). But in this paper we have not 

fixed any mathematical model for this analysis whereas if 

we use deviance we can compare which mathematical 

model is fit for any software reliability data. Of course one 

parameter distribution like exponential is not sufficient to 

analyze the data. The other multi parameter distributions 

like gamma, Weibull, Log-normal, etc. are commonly 

used. In this paper we have taken only three distributions 

Exponential, Log-Logistic and Gompertz. We can use any 

mathematical model for this analysis but before we have to 

check whether the model is fit for the data are not using 

deviance.    

Finally in the conclusion section, we have come 

up with the conclusion that which processor is more 

reliable for the given software reliability data with the help 

of mathematical distribution model and its deviance. 

 

2. PRELIMINARIES 

Software reliability �ሺ�ሻ is the probability of 

failure free operation of a computer program for a 

specified time t under a specified environment. The term 

failure means departure of program operation from user 

requirements and a defect in a program that causes failure 

is called fault. 
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The expected number of failures in a given time 

interval is called failure intensity ܨሺ�ሻ. Expected value of 

a failure given in an interval is called Mean-Time-To-

Failure (MTTF). The number of failures expected in a 

time period � is denoted by ܧሺ�ሻ. Let � be a random 

variable representing the failure time. The probability that 

the software will fail by time � is ܨሺ�ሻ = ��[� ൑ �] =∫ ݂ ሺݔሻ݀ݔ∞଴ . The probability of the software executing 

until time  � is �ሺ�ሻ = ��[� > �] = ͳ − ሺ�ሻܨ =∫ ݂ሺݔሻ݀ݔ.∞௧  Therefore MTTF or ܧሺ�ሻ = ∫ �ሺ�ሻ݀�.∞଴  The 

Hazard rate is calculated by ߤሺ�ሻ = ௙ሺ௧ሻ�ሺ௧ሻ. The terms hazard 

rate and failure rate are often used interchangeably. 

The simplest case when � is exponentially 

distributed random variable with hazard rate ߤሺ�ሻ =   ,�ߣ

then MTTF = ଵఒ , �ሺ�ሻ = ݁−ఓሺ௧ሻ. Suppose after the first 

failure at some time �ଵ,the software becomes non-

executable until it is repaired at some time �ଵ ൒ �ଵ, then it 

works until the occurrence of second failure at some time 

say �ଶ ൒ �ଵetc. Then the mean time to failure MTTF = ሺ�ଵሻ and reliability time �ሺ�ሻܧ = �r[� > �], mean time 

to repair MTTR = ሺ�ଵܧ − �ଵሻ and mean time between 

failures is MTBF = MTTF +MTTR 

 

2.1 Maximum Likelihood Estimation (MLE) 

MLE can be used to estimate parameters for the 

suspended data along with complete failure data i.e., 

maximizes the probability of observing the data that we 

have. In Mathematical, if ݔ is a continuous random 

variable with pdf ݂ሺݔ, �ଵ, �ଶ, … ��ሻ where �ଵ, �ଶ, … ��are ݊ 

unknown parameters which need to be estimated, with ݇ 

independent observations, ,ଵݔ ,ଶݔ …  which correspond ,�ݔ

in the case of life data analysis to failure times. The 

mathematical relationship between pdf and cdf is ݂ሺݔሻ =ௗ(�ሺ�ሻ)ௗ� .The likelihood function L for the unknown 

parameters is given by ܮሺ�ଵ, �ଶ, … ,ଵݔ|�� ,ଶݔ … ሻ�ݔ =∏ ݂ሺݔ� , �ଵ, �ଶ, … ��ሻ��=ଵ . The logarithmic likelihood 

function is given by ܮ∗ = ܮ ݊� = ∑ ݂ሺݔ� , �ଵ, �ଶ, … ��ሻ��=ଵ .   
The maximum likelihood estimators of �ଵ, �ଶ, … ��are 

obtained by maximizing the above equation. For getting 

the maximum value of each parameter, the partial 

derivatives with respect to each parameter have set to be 

zero i.e 
��∗��� = Ͳ, ݆ = ͳ �݋ ݊. MLE estimation for the 

complete failure data with the failure times �ଵ, �ଶ … �� is   ��∗��� = �ఒ − ∑ ����=ଵ = Ͳ.  
 

2.2 Deviance 

Let ܯଵbe a generalized linear model. Let ݕ be 

continuous random variable with pdf ݂ሺݕ, �ଵ, �ଶ, … ��ሻ 

where �ଵ, �ଶ, … ��are ݊ unknown parameters which need 

to be estimated with ݊ independent observations ݕଵ, ,ଶݕ …  The loglikelihood function for this model .�ݕ

isܮ∗ሺܯଵ, ሻݕ = ܮ ݊�  = ∑ ݂ሺݕ� , �ሻ��=ଵ . 

Let ܯ௦be a saturated model. Let ݕ be continuous 

random variable with pdf ݂ሺݕ, �ଵ, �ଶ, … ��ሻwhere �ଵ, �ଶ, … ��are ݊ unknown parameters which need to be 

estimated with ݌ independent observations ݕଵ, ,ଶݕ …  .�ݕ

The loglikelihood function for this model is ܮ∗ሺܯ௦, ሻݕ ܮ ݊� = = ∑ ݂ሺݕ� , �ሻ��=ଵ . 

Then the deviance of the model ܯଵis twice the 

difference between the loglikelihood of that model and the 

saturated modelܯ௦. That is −ʹ(ܮ∗ሺܯଵ, ሻݕ − ,௦ܯሺ∗ܮ  .(ሻݕ

This deviance has a chi-square distribution with degrees of 

freedom ݊ −  Where ݊ is the number of observations in .݌

the model ܯଵ  and ݌ is the number of observations in the 

model ܯ௦.  
If ܯଵ and ܯଶ are two different generalized linear 

models. Then the fit of the model can be assessed by 

comparing the deviances ܦଵand ܦଶ of these models. The 

difference of the deviance is  

ܦ   = ଶܦ − = ଵܦ ,ଶܯሺ∗ܮ)ʹ− ሻݕ − ,௦ܯሺ∗ܮ (ሻݕ + ,ଵܯሺ∗ܮ)ʹ ሻݕ − ,௦ܯሺ∗ܮ = (ሻݕ ,ଶܯሺ∗ܮ)ʹ− ሻݕ − ,ଵܯሺ∗ܮ  (ሻݕ

This deviance has a chi-square distribution with 

degrees of freedom � equal to the number parameters that 

are estimated in one model but fixed in the other. That is, 

it is equal to the difference in the number of parameters 

estimated in ܯଵ and ܯଶ. 
 

2.3 Distributions  

 

2.3.1 Exponential 

The single parameter exponential distribution is a 

very commonly used distribution in reliability engineering. 

It is used to describe units that have a constant failure rate. 

The Probability density function for this distribution is 

given by ݂ሺ�ሻ = ͳܽ݁ቀ−ଵ௔ቁ௧  � ൒ Ͳ, ܽ > Ͳ, 
where ܽ  is the scale parameter and � is the survival time. 

Note that, here rate parameter ߣ = ଵ௔. Also the mean or 

MTTF is defined as follows ܧሺ�ሻ = ∫ �. ݂ሺ�ሻ݀�∞଴ =∫ �. .ߣ ݁−ఒ௧∞଴ ݀� = ଵఒ. Failure rate function or hazard rate 

function can be defined as ߤሺ�ሻ = ߣ = constant. 

 

2.3.2 Log-Logistic 

In probability and statistics, the Log - Logistic 

distribution is a continuous probability distribution for a 

non-negative random variable. It is used in survival 

analysis as a parametric model for events whose rate 

increases initially and decreases later. The log logistic 

distribution can be used to model the lifetime of an object, 

the lifetime of organism, or a service time. The probability 

density function for this two parameter distribution is 

given by 
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fሺx; a, bሻ = ቀౘ౗ቁቀx౗ቁౘ−భ  
ቆଵ+ ቀx౗ቁౘቇమ.   

Where, ܽ is scale parameter, ܾ is the shape 

parameter and ݔ is the random variable, ݔ ∈ ሺͲ, ∞ሻ.Hazard 

rate function for Log-Logistic distribution is ߤሺ�ሻ =ቀ௕௔ቁ ቀ௧௔ቁ௕−ଵ   /ሺͳ + ሺ�/ܽሻ௕ሻ and Mean or MTTF is ܧሺ�ሻ = ሺܽ�/ܾሻ/ sinሺ � /ܾሻ. 
 

2.3.3 Gompertz 

The probability density function of the Gompertz 

distribution with shape parameter a and rate parameter b is 

given by ݂ሺݔ; ܽ, ܾሻ =  ܾܽ݁௕�   ݁ሺ−௔௘��ሻ, ܽ, ܾ > Ͳ, ݔ ൒Ͳ. and hazard rate function is ߤሺ�ሻ =  ܾ݁ሺ௔௧ሻ. The hazard 

rate is increasing if the shape parameter ܽ > Ͳ and 

decreasing for ܽ < Ͳ. For ܽ = Ͳ the Gompertz is 

equivalent to the exponential distribution with constant 

hazard and rate parameter b. Mean or MTTF for this 

distribution is ܧሺ�ሻ = ∫ ௘−�௧ ݀�.∞−௧  

 

 

 

3. ANALYSIS 

In this article we have analyzed software 

reliability failure data which is available in STAT: 

Analysis of life time data JMP and text data files by 

Meeker 1987. The data which is in the form is given in 

Table-1. 

 

Table-1. Data format description. 
 

Variable Description 

Processor ID 
There are five processor ID’s 
connected by a local network 

Failure time In months 

Recovery time In months 

Error type 

Possible error types are CPU, 

I/O (network or disk problems), 

software, and unknown. 

 

There are 183 processor failure data collected 

from distributed system which is connected by a local 

network with all the five processors. We have calculated 

failure count and mean time between failures for each 

processor. 

 

Table-2. Comparison of deviance for life time distributions. 
 

Parameters Exponential Log-logistic Gompertz 

 Coeff 
Std. 

Err 
P>Z Coeff 

Std. 

Err 
P>Z Coeff 

Std. 

Err 
P>Z 

ID 1 .01 .20 .95 -.06 .03 0.04 .36 .87 0.67 

ID2 -.25 .27 .34 .16 .04 0.00 -1.30 1.42 0.36 

ID3 -.14 .30 .62 .14 .06 0.02 -.05 1.43 0.96 

ID 4 -.61 .35 .08 .20 .06 0.00 -1.94 1.93 0.31 

Deviance 365.81 -48.89 6.22 

 

Table-2 shows that the deviance of each lifetime 

distributions. The deviance of Exponential and Gompertz 

has positive deviance whereas the deviance of Log-logistic 

is negative. Among the positive deviances, Exponential 

distribution has 365.81which is more deviated from the 

constant value and Gompertz has 6.22 which is less 

deviated from the constant value. Therefore Gompertz is 

better fit than Exponential. If the deviance value negative 

we can conclude that the distribution is not fit for that 

data. 

 

Table-3. Mean and median of each processor (Failure time). 
 

 Variable ID1 ID2 ID3 ID4 ID5 

Mean 
Estimate 14.36 13.58 16.40 16.22 16.95 

St.d Error .38 .29 .46 .77 .69 

Median 

 

Estimate 13.41 12.75 16.72 15.12 18.15 

St.d Error 1.52 .33 .004 3.19 .98 

 

Table-3 shows that the mean and median of the 

each processors. Among the 5 processors, mean of 2
nd

 

processor is less than the other processors, that is, the 

number of failures in this processor is less than the other 
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processors. Similarly mean of 5
th

 processor is greater than 

the rest of the processors that means the number of failures 

using processor 5 is higher than other processors. 

 

 
 

4. CONCLUSIONS 

Table-2 gives the deviance differences between 

the three distributions namely Exponential, Log-logistic 

and Gompertz. From Table-2 we have concluded that 

Gompertz is the best fit model for this software reliability 

data (low deviance). Also Log-Logistic is not suitable for 

this software reliability data (negative deviance). Without 

fixing any particular mathematical model, using this type 

of analysis we can conclude whether the model is fit or not 

for any software reliability data. 
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