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ABSTRACT

Cancer is the most dreadful disease and breast cancer is the most commonly diagnosed disease. Automated disease diagnosis has gained substantial research interest these years. In this paper, a breast cancer detection algorithm that relies on different geometrical features of the image, k-means and Extreme Learning Algorithm (ELM) is proposed. The experimental results of the proposed algorithm are satisfactory in terms of detection accuracy and time complexity.
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1. INTRODUCTION

Cancer is the most dreadful disease and breast cancer is the most commonly diagnosed disease. Automated disease diagnosis has gained substantial research interest these years. The advancement in information technology paves way for detecting cancer cells by means of feature comparison of normal and abnormal cells. Traditional method of cancer detection depends on mammograms, which are interpreted by radiologists and physicians.

In the year 1994, some radiologists interpreted 150 mammograms for analysing the effectiveness of tumour prediction. When the interpretations of all the radiologists are verified, it was found that the decisions of every radiologist are different though the mammogram is same [1]. Nowadays, many techniques are available for data collection and analysis. The data analysis techniques support the physician to come up with the effective diagnostic decision.

The detection accuracy of breast cancer detection can be boosted up with the incorporation of data mining techniques. Data mining techniques gain knowledge from the vast amount of data. The existing feature sets of breast cancer are differentiated into benign and malignant. The type of cancer can be predicted by means of the extracted features.

The appearance of breast cancer is not stable at their early stages. Hence, the physicians may not be able to locate the abnormalities. In such cases, this automated system helps the physicians to detect the abnormalities easily. A tumour detection algorithm has to identify the lesion and is needed to be accurate with reduced number of false negatives.

In this paper, an efficient cancer detection algorithm is proposed based on data mining techniques.

While designing a cancer detection algorithm, accuracy and computational time are the key factors. In this work, the cancer detection is achieved by the hybrid algorithm of k-means and ELM.

The remainder of this paper is systematized as follows. Section 2 presents the review of literature. The proposed work is explained in section 3. The performance of the proposed algorithm is analysed in section 4. Finally, the concluding remarks are presented in section 5.

2. REVIEW OF LITERATURE

Mencattini A. et al. have proposed a new algorithm for mammographic image enhancement and denoising a mammographic image. Denoising is based on wavelet transform in this work [1]. Cao A.Z. et al. in [2] has investigated a Robust Information Clustering (RIC) algorithm, incorporating spatial information for breast mass detection in digitized mammograms. The detection system of this work employs RIC algorithm based on the raw Region of Interest (RoI) extracted from the global mammogram by two steps of adaptive thresholding.

The algorithm is claimed as robust in the sense that both the peak and valley of image intensity histogram are estimated and the pixels corresponding to valley in the histogram are clustered adaptively to the content of the image. Cascio D. et al. have proposed an algorithm for the detection of mass lesions in mammographic images. The algorithm follows the edge-based threshold operator strategy for segmenting the masses. The discriminating performance of the algorithm is verified by a supervised neural network [3].

In [5], Kom G. et al. have proposed an algorithm for detecting suspicious masses from mammographic images. In [6], te Brake G.M. et al. have proposed two different methods for segmenting the suspected regions.
Initially, the segmentations of masses were compared to the annotations made by the radiologist; secondly, a number of features were computed for all the segmented areas as normal and abnormal. Based on this, the regions are classified with the neural network.

Eltonsy N.H. et al. have proposed a technique in [8] for the automated detection of malignant masses in screening mammography. This technique is based on the presence of concentric layers surrounding a focal area with suspicious morphological characteristics and low relative incidence in the breast region. Mammographic areas with high concentration of concentric layers, with progressively lower average intensity are considered as suspicious deviations from normal parenchyma.

Singh S. et al. have proposed a novel set of metrics in [9], which measure the quality of the image enhancement of mammographic images in a computer-aided detection framework. This aimed at finding masses automatically using machine learning techniques. Saurabh Sharma et al. have presented a new algorithm for detecting suspicious lesions in mammograms by using adaptive thresholding [10].

Balakumaran T. et al. have come up with the algorithm to detect microcalcification in mammograms. This work proposes an algorithm that involves mammogram quality enhancement by using multiresolution analysis, which is based on the dyadic wavelet transform and microcalcification detection by fuzzy shell clustering [11]. In [12], Ted C. Wang et al. have proposed an algorithm that detects microcalcifications in digital mammograms. This is done by employing wavelet based sub-band image decomposition. The proposed method of this work is robust that it does not require the use of heuristics or the prior knowledge of the size and resolution of the mammogram.

Xhang X.P. have proposed a wavelet-packet multiscale image segmentation in [13]. This work is combined with a multiscale region based segmentation method and a new generic systematic scheme is generated. Using this scheme, suspicious tumour areas with exact boundaries are obtained on the basis of multiscale analysis in both grayscale and space. In [14], Xhang X.P et al. have developed an analytical model for the segmentation of targets. This is done by a novel multiresolution analysis in concert with a Bayes classifier, in order to identify the possible target areas. A method is developed in this work, which adaptively chooses the thresholds to segment targets from the background. This is done by a multiscale analysis of the image probability density function. Motivated by the above works, this paper proposes a hybrid algorithm of k-means and Extreme Learning Machine (ELM).

3. PROPOSED METHODOLOGY

The main features being considered by this work are area, circularity, correlation of pixel intensity, eccentricity and entropy of intensity distribution. These features are explained below.

3.1. Feature extraction

3.1.1. Area

A lesion can be defined as the total number of pixels within the affected area. Area is given by the total number of affected pixels.

3.1.2. Circularity

A rough representation of shape is provided by circularity and is given by

\[
\text{Circularity} = \frac{Pm^2}{Ar}
\]

Where, \(Pm^2\) and \(Ar\) are the perimeter and area of the region respectively.

3.1.3. Correlation of pixel intensity

This concentrates on the correlation between the intensity of the pixels and is given by

\[
cpi = \frac{1}{n-1} \sum (\frac{x-x}{M_c})(\frac{y-y}{M_n})
\]

Where, \(x\) and \(y\) are the index point of the centre pixel, \(\bar{x}\) and \(\bar{y}\) are the index co-ordinates of the neighbouring pixel. \(M_c\) is the mean of the pixel intensity with centre point value and \(M_n\) is the mean of the pixel intensity with neighbouring pixel value and \(n\) is the total number of pixels in the lesion detected image.

3.1.4. Eccentricity

Eccentricity determines the length of the affected boundary. A symmetric matrix namely ‘symx’ is defined. If \(ev_1\) and \(ev_2\) are the eigen values of symx matrix, then the values of semi-axis can be given by

\[
E_1 = \sqrt{\frac{ev_1}{2}}, E_2 = \sqrt{\frac{ev_2}{2}}
\]

and the eccentricity can be given by \(ec = \frac{E_1}{E_2}\), if the value of \(ec\) is nearer to 1, then the affected area resembles circle, and if the value of \(ec\) is closer to 0, then the affected area may look like an ellipse.

3.1.5. Entropy of the intensity distribution

This feature focuses on the texture of the region, such as the roughness. This entropy can be computed by the below given formula.
\[ E_{id} = - \sum_{m=1}^{496} d_k \log(d_k) \]  

(4)

Where \( d_k \) is the probability that the kth intensity lies in between I and I+\( \delta \)I.

### 3.2. K-Means Algorithm

The extracted features are passed into the hybrid of k-means and ELM for accurate results. The k-means algorithm is responsible for clustering tumours based on the extracted features. It is computed by

\[ \min_{m_1,..,m_k} \sum_{k=1}^{k} \sum_{x \in S_k} \|x - m_k\|^2 \]  

(5)

Where \( k \) is the cluster index, \( S_k \) is the kth cluster set, \( m_k \) is the central point in cluster \( S_k \) and \( k \) is the total number of clusters. The quality of the clusters is then measured by means of distance between the cluster member and the centroid of the cluster and the minimum distance between the clusters.

\[
\begin{align*}
    d_1 &= \frac{\sum_{k=1}^{k} \sum_{x \in S_k} \left[ \left( \sum_{j=1}^{J} (x_j - m_{kj})^2 \right) \right]}{N} \\
    d_2 &= \min \left[ \sum_{j=1}^{J} (x_j - m_{kj})^2 \right]
\end{align*}
\]  

(6)  

(7)

\( d_1 \) is the average distance between every member of the cluster with the centroid and \( d_2 \) is the minimum distance between two clusters.

Each cluster represents a specific tumour pattern. Each cluster centroid symbolizes the symbolic tumour of that cluster. After recognizing the malignant and benign tumour patterns, several symbolic tumours have been formed in both the malignant and benign data sets. The similarity between the untested tumour and the symbolic tumours plays an important role for diagnoses.

### 3.3. ELM

ELM [15]–[17] was originally proposed for the single-hidden-layer feedforward neural networks and was then extended to the generalized SLFNs where the hidden layer need not be neuron alike [18], [19]. In ELM, the hidden layer need not be tuned. The output function of ELM for generalized SLFNs (take one output node case as an example) is

\[ f(x) = \sum_{l=1}^{L} a_l h_l(x) \]  

(8)

Where \( a \) is the vector of output weights between the hidden layer of L nodes and the decision function of ELM is

\[ f(x) = \text{sign}(\sum_{l=1}^{L} a_l h_l(x)) \]  

(9)

ELM tends to reach not only the smallest training error but also the smallest norm of output weights.

Thus, the ELM effectively classifies between the normal and the abnormal cases with greater detection accuracy in lesser amount of time.

### 4. Experimental Analysis

This work is tested over MIAS Mini Mammographic Database with 322 images and Matlab is employed for simulating this work [20]. The proposed work shows its excellence over k-SVM, ACO-SVM and PSO-SVM. The experimental results are shown in this section.

All these measures can be taken into account only if True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) are in hand. The above mentioned parameters are computed in the following way.

#### 4.1 True Positive (TP)

True Positive (TP) is the proportion of positive cases that were correctly identified, as calculated using the equation (10).

\[ TP = \frac{\text{Number of correctly classified images}}{\text{Total number of images}} \times 100 \]  

(10)

#### 4.2 True Negative (TN)

True Negative (TN) is defined as the proportion of negatives cases that were classified correctly, as calculated using the equation 11.

\[ TN = \frac{\text{Number of falsely classified images}}{\text{Total number of images}} \times 100 \]  

(11)

#### 4.3 False Positive (FP)

False Positive (FP) is the proportion of negatives cases that were incorrectly classified as positive, as calculated using the equation.

\[ FP = \frac{\text{Number of correctly classified images}}{\text{Total number of images}} \times 100 \]  

(12)

#### 4.4 False Negative (FN)

False Negative (FN) is the proportion of positives cases that were incorrectly classified as negative, as calculated using the equation.

\[ FN = \frac{\text{Number of falsely classified images}}{\text{Total number of images}} \times 100 \]  

(13)
With the above mentioned parameters, the accuracy, jaccord distance, sensitivity and specificity are calculated and the results are shown in graphs. From the experimental results, it is evident that the proposed system works well than the others.

4.5 Accuracy value

The accuracy of a measurement system is the degree of closeness of measurements of a quantity to that quantity’s actual (true) value and the corresponding graph is presented in Figure-1.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

Figure-1. Detection accuracy analysis.

Figure-2. Time complexity analysis.

Thus, the proposed algorithm proves its performance by greater detection accuracy rate and the least time complexity. Thus, the proposed algorithm detects the breast cancer in a streak with good accuracy.
5. CONCLUSIONS

In this work, a system that automatically detects suspicious lesions is presented. This work hybrids the k-means and ELM algorithm. Initially, the features such as area, circularity, correlation of pixel intensity, eccentricity and entropy of intensity distribution are extracted. The extracted features are passed on to the hybrid of k-means and ELM. Finally, the image is classified with SVM as normal, benign or malignant in lesser period of time and with greater accuracy.
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