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ABSTRACT

One of the major health problems of global concern is Tuberculosis (TB). According to global report of the WHO, approximately 1.3 million people, out of the 8.6 million reported with TB, died of TB in 2012. Most of the TB deaths can be prevented if it is detected at an early stage. Hindrance to this is improper diagnosis at initial stages. Chest X ray (CXR) image is the primary medical diagnosis used for identifying the lung diseases at the first stage. Interpreting the information from CXR depends upon the experience of the physician and the possibility of over and under diagnosis is very high. To identify the disease accurately a proper classification tool along with computer aided diagnosis should be used. Neural network can be used as a classifier tool for the same. Advancement in VLSI technology reduces the computational complexity of Artificial Neural Networks (ANN). Applications of neural networks to medical imaging (X-ray images of TB and lung cancer) during adolescent stages have resulted in remarkable improvements in diagnosis. This paper describes the fundamentals of radiology of lungs (analysis of CXR), image processing with the aid of ANN and recent developments in image is the primary medical diagnosis used for identifying the lung diseases at the first stage. Interpreting the information from CXR depends upon the experience of the physician and the possibility of over and under diagnosis is very high. To identify the disease accurately a proper classification tool along with computer aided diagnosis should be used. Neural network can be used as a classifier tool for the same. Advancement in VLSI technology reduces the computational complexity of Artificial Neural Networks (ANN). Applications of neural networks to medical images (X-ray images of TB and lung cancer) during adolescent stages have resulted in remarkable improvements in diagnosis. This paper describes the fundamentals of radiology of lungs (analysis of CXR), image processing with the aid of ANN and recent developments in this area using computer aided diagnosis (CAD). We have analysed CXR images of several patients and found that an accurate classifier is required for proper diagnosis of TB from these images.
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1. INTRODUCTION

The Bacillus Mycobacterium tuberculosis is the cause of TB among humans. According to the global tuberculosis report of the WHO [1] approximately 1.3 million people died, out of 8.6 million reported with TB, in 2012. Most of TB deaths can be prevented if they are detected at the early stage. According to the WHO, 40% of TB cases are not detected globally. Global Tuberculosis Report 2013 reports that we have to find new measures to eradicate TB to meet the millennium development goals. Case detection is one of the difficulties faced in eradicating this disease. Thorax radiography [2], biological culture [2, 3], Mantoux (tuberculin sensitivity/skin) test [4], interferon-γ tests [5], amplified nucleic acids-based tests [6] (which allow lab-on-chip platforms [7, 8]) and sputum smear microscopy [8, 9] are various methods used to diagnose TB. Among these tests, biological culture and sputum smear microscopy [10] are the most commonly used ones to check whether a subject is contagious. Biological culture is generally accepted as the gold standard, but the test can take up to four weeks [11]. Sputum smear microscopy is typically used to make a decision based on a quick examination. However, smear microscopy has a low sensitivity and is expensive, as an expert microbiologist is needed to diagnose the sputum. CXR imaging is the primary and cheapest medical diagnosis, is widely used for identifying this lung diseases in the initial stage. Interpreting the information from CXR images depends upon the experience of the reader (physician) [12-15] and the possibility of over and under diagnosis is very high. CXR plays a vital role in reducing the delays in diagnosis. Digital CXR imaging helps in storing the image, processing and classifying the abnormalities in the image and has become very accurate and fast. To identify the disease accurately a proper classification tool along with computer aided diagnosis should be used. This can revolutionize case detection even in rural areas by using remote diagnosis with the help of wireless technology.

This paper reviews the applications of ANN technique to CXR imaging to diagnose TB. The rest of the paper is organized as follows; section II discusses the CXR identification case study, section III deals with developments in medical image processing and review of recent research work. The paper concludes with a review of the present status of this subject and an outline of future prospectus in section IV.

2. CHEST X RAY IDENTIFICATION

Posterior-Anterior (PA) and lateral views are the two normally used for CXR (Figure 1a and 1b respectively). Among these the former is the standard view used for diagnosis purpose. All chest X-ray images and medical terms mentioned in this paper are cited in the Chest Atlas [16, 17]. Bone, fluid and air are the three types of densities seen in the CXR (Figure 1c) with white for the first two and black for the air within the lungs. Upper, middle and lower lobes in the right lungs (Figure 1d), and lower lobe and upper lobe along with lingula form the left lung (Figure 1e). Lobes are separated by oblique fissure, and fissure separates between lobes and lingula. Major and minor fissures on lateral chest radiograph are shown in Figures 1f and 1g. The inferior portions of...
the major fissures and the right minor fissure are shown as dashed white arrows and solid white arrows in Figure 1(i). They outline the location of the right middle lobe. Targeted and magnified view from PA chest radiograph shows the hilar vessels using arrows in Figure 1(h) [18]. The right and left hilar points (where the upper lower veins apparently “cross” the lower lobe artery) are indicated with arrows in Figure 1(j) [18]. The horizontal fissure is seen on a standard PA radiograph as a thin line crossing from the lateral edge of the hemithorax to the hilum. It is very important to identify the surface markings of the lung fissures and the position of the lobes of the lung.

The normally seen abnormalities in CXR may give an indication of TB infiltrate cavity, dense patchy, irregular hazy borders i.e. airspace, cavitary lesion within the lung parenchyma, nodule with poorly defined margins, pleural effusion, enlargement of lymph nodes and linear, interstitial markings. In active pulmonary TB, infiltrates cavities are normally seen along the upper lungs along and fibrotic scars [19] present in the lungs. Slowly multiplying tubercle bacilli develop in nodules and fibrotic scars lead to TB [19]. Persons with above findings should be given treatment at the earliest. Irregularities on chest radiographs are aid for suggesting the chances of TB. Sputum specimens for detailed investigation may be prescribed for persons with above observations. The mentioned standard for bacteriological confirmation of TB is culture based diagnosis in liquid media. It takes more time for getting the results and requires high end laboratories with biosafety infrastructure. Taking standard CXRs is an inexpensive way to screen for the presence of TB but its interpretations are subject to human error and prediction depends on the expertise of the physician [20-22].

The following are some of the examples of CXR to describe the different abnormalities in the chest [23]. The shadow is described as dense homogenous opacity of the right upper zone with the presence of air bronchogram within, indicating that there is a consolidation or solidification of lung (Figure 1k). There is a homogenous opacity in the right lower zone in the PA view, which is seen as a triangular shadow (Figure 1l). Air bronchograms are linear black shadows within a homogenous opacity depicting the air contained in the bronchial tree (Figure 1m), there is a dense homogenous opacity in the lower and outer portion of the left hemi-thorax, with the upper margin slanting toward the axilla suggesting a Pleural Effusion on the Left Side (Figure 1n).
The abnormal amount of fluid development around the lung area is termed pleural effusion; it appears as white space in the base of the lungs. The homogenous opacity (Figure 1o) shown in the right hemi-thorax with an air fluid level is the indication of Hydro-pneumo-thorax.

In Figure 1(p) multiple, rounded or oval shadows and in Figure 1(q) inter-lobar effusion are of the Encysted Pleural Effusions. There is a cavity in the left mid zone with a wall seen on the upper part, an air fluid level in the middle and opacity in the lower part suggesting a Lung Abssess Left Upper Lobe (Figure 1r). There is an area of consolidation with breaking down lesions in the centre, possibly due to TB. The diffuse non homogenous and patchy opacities are suggestive of infiltration due to Tuberculosis (Figure 1s). Multiple small 1-2 mm size mottled opacities are seen on both sides of the lungs more in the mid and lower zones highly suggestive of Miliary Tuberculosis due to a hematogenous spread (Figure 1t).

Figure 1(u) is of a patient with acute dyspnoea showing bilateral diffuse non homogenous opacities without air bronchograms suggesting bilateral bronchopneumonia. Figure 1(v) is suggestive of Bilateral Cystic Bronchiectasis, Figure 1(w) showing dense opacity in the hilar region with central hyper-density and peripheral streaking or irregularity is suggestive of Bronchogenic Carcinoma.

The above discussion focuses on the similarities that exist in various abnormalities in the CXR and the possibilities of missed or over-diagnosis of the disease from direct reading of CXR. X-ray images of lung cancer and pulmonary tuberculosis looks similar is an example for this [17]. Hence identifying the abnormality accurately is a challenging issue. To identify the disease accurately, an accurate classification method is required. With the advancements in computing, adequate technology is now available to digitize and store the biomedical images. Once the image data base is available then an efficient classifier program is sufficient for accurate computer aided diagnosis. With the help of computerized image interpretation, inter and intra rate variability by a single or
a group of interpreters get reduced. This will improves the confidence level in the patient during a screening study or in a survey [24]. One of the major classifier tools is the neural network technique. ANN finds a lot of applications and that can be used for CXR image classification. The computational complexity of artificial neural network (ANN) is getting reduced with the development of VLSI technologies.

3. DEVELOPMENTS IN MEDICAL IMAGE PROCESSING (TB DIAGNOSIS)

3.1 Artificial Neural Networks (ANN)

ANN is the collection of artificial neurons arranged in some pattern to form a network. With proper training, this network can classify the given inputs according to the training algorithms. The result of this predicts the abnormalities. The idea behind ANN is from the human learning process. ANNs incorporate the two fundamental components of biological neural nets - Neurons (nodes) and Synapses (weights). In ANN data is presented to the network in the form of activations in the input layer, passed on to hidden layer and then on to an output layer. Data is distributed and processed parallel and if information flow is unidirectional then we call it feed-forward nets. Basic functional diagram of an ANN consisting of input layer, hidden layer and output layer is shown in Figure 2 [25]. Training the network is called learning. As in biological neural learning, in ANN this process taken in an iterative manner by changing the synaptic strength, removing and adding some of the synapses as required by using mathematical optimization techniques. We can train the ANN using approximation process. To train linear function we need a perceptron and for non linear functions (images), we need a layer of neurons in the network. Bayesian learning and Support vector learning [25] are two types of learning in neural networks. The distribution of the parameters is learnt in the first case, and the minimal representative subset of the available data is used to calculate the synaptic weights of the neurons in the second case. Minimum in a single hidden layer neural network (multi-layer perceptron), radial basis function can be used to learn the approximation of a nonlinear function by changing the output neuron’s synaptic weights. For complicated learning, back propagation method is suggested. In this, first we calculate modification values for the synaptic weights of the output side, and then this value is propagated back to (n-1) layers to remove the errors. Alternatives to back propagation are Hebbian learning (Not successful in feed-forward nets), reinforcement learning (Only limited success) and artificial evolution (more general, but can be even slower than back propagation).

3.2. Image processing

The changes from film based imaging to digitalized radiography have made new development in the TB image screening [26-28]. Digital CXR helps in storing data, processing image and remote transmission of information, more accurate and speedy to classify abnormalities in the image. Opinions from multiple physicians on an image become easy. The open source educational tools like Robochest [29] along with digital CXR can revolutionize case detection even in rural areas by using remote diagnosis with the help of wireless technology.

All images consist of sine and cosine terms, which can be processed with Fourier or Wavelet transforms. Morphological image processing techniques are useful tools for extracting image components such as boundaries and skeletons. Enhancement, noise reduction, segmentation, deblurring, compression, feature extraction and geometric transformations are the basic image processing techniques. Image enhancement is used for sharpening image boundaries so that analysis and graphical display of image will be more precise. In this process the colour manipulation including gray level, noise reduction, filtering, magnification and interpolation are done. The degradation problem can be reduced with filters by image restoration [30]. The number of bits for representing an image can be reduced by image compression. The commonly used format for text, still image and video image compression are CCITT Group 3 and Group 4, JPEG and MPEG respectively. We can perform all image processing operations with Matlab image processing tool box. Thresholding methods (Grey-Level Segmentation), Edge-Detection Techniques, Digital Morphology, Texture and Thinning and Skeletonization algorithms are commonly used in image processing algorithms [31].

The conversion of gray scale image to monochrome image to retrieve the information is used in thresholding or grey-level segmentation. Edge Pixel method, the P-tile method, Iterative method and Fuzzy Sets methods are some other methods to find the threshold. The Edge Pixel method [32] uses a non-directional edge detection operator, Laplacian to form the
new histogram by considering pixels having only large Laplacian to compute the threshold values. P-tile method is one of the threshold methods [32] that use the histogram and percentage of black pixels desired by multiplying the percentage by the total number of pixels. By counting the pixels in the histogram bins, starting from 0 bin to bin with the desired number of black pixels, we can find the threshold. The gray level of the last count is considered the threshold. In this method the desired level of black pixels can be changed. The iterative method [32] is a repetition process to calculate the threshold values on the basis of mean gray level values. Initially assumed threshold value is the mean gray level of the image. Then finding the mean gray level of all the pixels below \((T_b)\) and above \((T_a)\) threshold separately and taking the average of them \(((T_b+T_a)/2)\) as the new threshold value. This process repeats until two adjacent iteration processes have the same value and this will be the threshold value. In Fuzzy set method [32], we calculate threshold more accurately by the measure of fuzziness. Here we measure the distance \((\text{measure of fuzziness})\) between the original gray level image and threshold image. If the measurement is a minimum then accuracy is more. The technique used to distinguish the boundary and surroundings of an object is the edge detection techniques, which helps in identifying abnormalities easily. Image filtering and geometric analysis of the structuring elements is done with the use of digital morphology, in which one or other characteristics of the image pixel can be enhanced by using mathematical operations. The repeated patterns in an area are called texture, they may display inconsistency in size, shape and colour. The structural connectivity of the objects is a skeleton. A basic method for skeltonization is thinning i.e. the iterative process in which some of the background points are deleted without affecting the topology of the object. General flow of the image classification with the ANN is shown in Figure-3.

Figure-3. General flow of the image classification with the ANN.
energy function, using content-based image retrieval approach for identifying training images, creating the initial patient-specific anatomical model of lung shape using SIFT [57]. Optimization methods using S/T graph cuts for image segmentation are presented in [58]. S/T graph cut is one of the combinatorial optimization methods to extract object on graph based framework; in this S represent source or sink and T represent links of the graph. The authors have suggested a general cost function that includes both region and boundary properties for segmentation. Morphology based segmentation process for lesions are reported in [59]. In that, Segmentation based Partial Volume Analysis (SPVA), a volumetric method which uses region specific histogram to find partial volume effects at the nodule by detecting optimal erosion strength for morphological opening, are addressed. This segmentation method is also used to detect chest wall separation as well as small and large spherical nodules. With respect to the conventional volumetry, SPVA approach increases the volumetric reproducibility, speed and robustness to imaging protocol variations. The milary tuberculosis creates the granular texture to the lung fields has reported in [60]. The milary tuberculosis can be detected using granulometry and correlation with a template matching technique. An algorithm using shape information for segmentation of the lung fields have been developed in [61]. In this the authors have combined the intensity information with shape priors. A fusion of local and global detection methods is presented in [62] where the authors have combined three sub systems for automatic detection of TB from CXR by combining texture and clavicle at pixel level and fused to an image decision and combined with shape decision. This combination technique has improved the performance in detection of TB. 2D Gaussian-model-based template matching for cavity detection and Hessian-matrix-based image enhancement for segmentation and feature extraction with high accuracy and low false positive rate used for automated cavity detection of infectious pulmonary tuberculosis are reported in [63].

Table-1. Various classification methods with reported accuracy

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Author</th>
<th>Symptoms TB</th>
<th>Classifier</th>
<th>No. of dataset</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Noor NM [20]</td>
<td>Pulmonary tuberculosis</td>
<td>PCA</td>
<td>100</td>
<td>94</td>
</tr>
<tr>
<td>2</td>
<td>Shen R [34]</td>
<td>Cavity and nodule detection along with pattern recognition</td>
<td>Bayesian</td>
<td>131</td>
<td>82.35</td>
</tr>
<tr>
<td>3</td>
<td>Song YL [38]</td>
<td>Focal of pulmonary tuberculosis</td>
<td>Localization algorithm</td>
<td>200</td>
<td>85</td>
</tr>
<tr>
<td>4</td>
<td>Tan JH [22]</td>
<td>Pulmonary tuberculosis</td>
<td>Decision tree</td>
<td>95</td>
<td>94.90</td>
</tr>
<tr>
<td>5</td>
<td>Ginneken [21]</td>
<td>Lung fields</td>
<td>kNN</td>
<td>248</td>
<td>92</td>
</tr>
<tr>
<td>6</td>
<td>Jaeger [54]</td>
<td>Pulmonary tuberculosis</td>
<td>SVM</td>
<td>138</td>
<td>83</td>
</tr>
<tr>
<td>7</td>
<td>Sema C [57]</td>
<td>Automatic detection of the lung regions</td>
<td>SIFT</td>
<td>247</td>
<td>95.4</td>
</tr>
<tr>
<td>8</td>
<td>Koeslag A[60]</td>
<td>Miliary tuberculosis</td>
<td>Threshold</td>
<td>120</td>
<td>94</td>
</tr>
<tr>
<td>9</td>
<td>Xu T [63]</td>
<td>Novel coarse-to-fine dual scale technique for tuberculosis cavity detection in chest radiographs</td>
<td>SVM</td>
<td>35</td>
<td>82.8</td>
</tr>
<tr>
<td>10</td>
<td>Arzhaeva [66]</td>
<td>Pulmonary tuberculosis</td>
<td>LDC&amp; voting</td>
<td>42</td>
<td>95</td>
</tr>
</tbody>
</table>

SVM- Support Vector Machine, PCA- Principal Components Analysis, LDC- Linear Discriminator Classifier, kNN- k- Nearest Neighbour, SIFT- Scale Invariant Feature Transform

Automated methods to segment clavicles in PA CXR by combining multi pixel classification, active shape modelling and dynamic programming to improve the segmentation in clavicles are reported in [64]. A software program to suppress the ribs and clavicles, to remove the noise and equalize the lungs area contrast for detecting lung nodules are explained in [65]. Dissimilarity-based classification method to separate the images of normal and signs of disease is reported in [66]. They have adopted vector classification of the dissimilarity between the prototype and image. The same has been repeated with different prototypes and finally the entire prototypes integrated for classification of the image. Step-wise binary classifiers for the detection of the TB which has reduced the false positives in TB detection from CXR are reported in [67]. Table 1 depicts the various classifiers used with accuracy of the work reported by different researchers. The above discussion gives an overview of the related work in computer aided diagnosis with chest radiography and also shows that there is lot of scope for research in this area.

4. CONCLUSIONS

All the papers cited in this study show that the screening of TB is complex and a proper classification tool needs to emerge. The abnormalities start from subtle milary patterns to effusions. All the surveyed papers describe some of the methods to extract texture and
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geometry features to classify CXRs into abnormal or normal. Some papers try to address TB detection as a whole while others address only a specific TB manifestation. In this paper we have addressed the various aspects of CXR, image processing basics and ANN for classification. We have carried out a study based on the cited papers for getting an idea to do further research and development on new approaches with more accurate classification of TB and also contribute to Millennium Development Goals (MDGs) as discussed in [1]. This survey can serve as a starting point to give an idea about the need of CAD for TB case detection and provides a brief idea about the image processing and artificial neural network classification methods for future research by identifying new approaches.
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