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ABSTRACT 

Data mining is a technology that collects and search a bulk of data from database to discover relationship among 

data. It is an application that view data from different angles and group it into information that is useful in many 

perspectives. There are different types of clustering methods that used to grouping the generated data sets such as K-means 

etc. K-means algorithm is a centroid based technique and has input parameter as k. This technique has two restrictions such 

as k-means value selection and centroid selection i.e. the size of cluster is assigned by manually and the centroid value is 

selected by randomly. These two parameter impacts on the clustering performance massively. Another metric such as 

distance metric also have impact on choosing the cluster also presented. This paper presents powerful K-means (PKM). To 

show the performance of the proposed algorithm various set of dataset have been taken. That has been applied on 

traditional K-means and proposed algorithm. The experimental result shows proposed algorithm gives better result when 

compared to traditional k-means. 
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1. INTRODUCTION 

Data Mining is a promising field which discovers 

knowledge from large data set. It mines the earlier 

unfamiliar, actionable and valid information from huge 

databank. These data are recycled to make essential 

business decision. Data mining tools are very useful in 

predicting future trends and their performances. As it is 

recognized as knowledge discovery it consists of sequence 

of steps. First step contains cleaning of data to remove 

inconsistent and noisy data. Then data from different 

sources are joined and data which are appropriate for 

analysis are retrieved. Analysed data are transformed into 

form which are appropriate for data mining by applying 

aggregation operation. Data mining apply intelligent 

methods to extract useful data from huge database. After 

mining of the data, pattern which are Useful from the 

aspect of knowledge are evaluated. Finally mined 

knowledge is present to the user. 

There are various steps are performed for mining 

data. Such as identify the objective to decide what is to be 

achieved after analysis process. After identifying, select all 

the data to accomplish the aim. Once the requisite data has 

been brought together, the usable formats of the attribute 

have to be decided and estimation of the building of all the 

data to decide the suitable tools are performed. The 

selection of the suitable data mining tools are data 

structure and business objective. The selection of suitable 

tools and business objective are combined with the data 

audit to decide the presentation of the solution. Then 

model are constructed and discussion of consequence of 

the study with the domain professional or business user are 

performed to authenticate the outcome. After the 

authentication the final outcome or report to the client or 

business unit are delivered and also share the outcome of 

findings to concern end-user. 

 

 

 

1.1. Stage of clustering 

Data clustering is a significant tool in various 

applications such as data mining [1], image segmentation 

[2] [3] [4] etc. 

 

 
 

Figure-1. Various stage of clustering. 

 

It is a process of building a collection of abstract 

or physical objects into a class of related objects. Data in 

one cluster can be defined as one group. The reason for 

using clustering in data mining is to provide scalability, 

ability to deal with any kind of data and also ability to deal 

with noisy data. 

 

2. CLUSTERING METHOD 

 

2.1 Partitioning method 

Suppose a database of ‘n’ objects and the method 

make ‘k’ partition of the data. Partition characterize a 

cluster when k<=n. It means that each group must contains 

at least single object. Each object must be related to one 

group.  
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2.1.1 K-Means 

K means clustering was first given by MacQueen 

in 1967 but the idea had recommended by Hugo 

steinhausin1957. The standard algorithm was first givenby 

staurt Lloyd [5], though it was not published outside of 

Bell Labs until 1982. In 1965 E.W. Forgy published the 

same method that’s why it is also known as Lloyd–Forgy. 

It was proposed to resolve many clustering problem. It is 

based on partitioning clustering technique which goal to 

partition a group of n object in k cluster. The partition is 

done in a way that the intracluster similarity should high 

and the intercluster similarity become low. The similarity 

of cluster is determined by the mean value of the set of 

objects in a cluster which can be known as cluster’s 
centroid.  

 It is an unsupervised and iterative method of 

clustering. In  this  method  each  cluster  is  characterized  

by  taking  mean value of  objects in a cluster. Since it is 

iterative in nature it follows an iterative technique to 

cluster a dataset or database.  After the completion of k 

means each object of   the dataset belongs to exactly one 

cluster. No two different clusters should contain the same 

data points. To determine which object will belong to 

which cluster is done on the basis of mean value. The 

object having nearest mean to the center of the cluster is 

included in that cluster.  

 

Description 

Given a set of objects Yi where i=1, 2, 3….n. K-

mean algorithm aims to partition n-object into k (where 

k<=n) cluster c= {c1, c2,……..ck}. In order to decrease 

the within- cluster sum of squares (WCSS).The algorithm 

works as follows: 

In k-means algorithm, it decide k of the objects randomly, 

each of them are initially a cluster mean or center. 

 

 In the dataset, each data point is allocated to the closet 

cluster according to the Euclidean distance between 

every cluster center and every data point. 

 Then the cluster center are recomputed. 

 Repeat step 2 and 3 iteratively and stopped when 

there is no change in the clusters centers, identified as 

algorithm converges. 

 

 The Figure-2 shows the flow of K-means 

algorithm. The major advantage of using this algorithm is 

its simplicity and its speed which permit it to run on   huge 

datasets. One drawback is that it does not give the same 

outcome in each run. One of the restrictions is that if the 

datasets are huge then there are chances that it will not 

behave properly. In the algorithm another basic problem 

encounter when the whole group of data point is massive, 

the convergence maybe lengthy to local minimum and 

ultimately the result after some repeats may not be the best 

response. To overcome these limitations, various cluster 

algorithms have been proposed recently. 

 

3. DIFFERENT DISTANCE FUNCTION 

There are various distance function. These 

distance functions have been used to measure the distance 

between two data points. Distance functions shows 

significant role in K -means clustering algorithm. Some of 

the distance functions are discussed as follows: 

 

 
 

Figure-2. Flow chart:  K-means algorithm. 

 

3.1 Euclidean distance  

Euclidean distance is a conventional distance 

connecting two objects. This distance function [13] is 

widely in used. This distance function is derived from 

Pythagorean formula. A formula has been derived to find 

Euclidean distance connecting two points (p, q) [12].   

This formula is given by: 

 

D (r, s) =√ሺݎͳ − ͳሻଶݏ + ሺݎʹ − ሻଶʹݏ + ⋯ + ሺݎ� −             ሻଶ�ݏ
    (1) 

 

Where D is the Euclidean distance.  r and s are two data 

object. Where r = (r1, r2, r3………….rn). s= (s1, s2, 

s3…..sn). 
This is equal to the Pythagorean formula [14]. 

One of the limitations of Euclidean distance is if the input 

element has a large scope, then it can override the other 

elements. 

 

3.2 Manhattan distance 

 Like Euclidean distance Manhattan   distance   is 

one of the distance measures to find distance between 

different points. The distance is measured at right angles 

between two points along axes. It is summation   of the 

absolute values of the difference of all points coordinates.  

In a plane z1 at (p1, q1) and z2 at (p2, q2), is | p1 – p2 | + | 

q1-q2 |. The formula is given as: 

 

 

D = ∑ �݌ | − ଵ=��| �ݍ                     (2) 

 

Where D is Manhattan distance. p and q are two points.  

These distance metric have great impact on the 

outcome of K-means algorithm. However in K-means we 
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use Euclidean distance. But when applying Manhattan 

distance instead of Euclidean distance on dataset the 

number of iterations and convergence time decrease in 

most of the cases. However in some cases both have same 

responsive time. Moreover Manhattan distance metric 

needs less calculation than Euclidean distance function 

also increases the computational time complexity of K-

means. 

 

4. RELATED WORK TO VARIOUS CLUSTERING 

ALGORITHM 

An efficient representation of a mixed prototype 

for categorical attribute and also the significance of 

various   attributes to the clustering process are presented 

[7]. For this, notion of a distribution centroid to present the 

cluster center in the hard scenario for categorical attribute 

[18] [19] is presented. It records how many times a 

particular value occurred as a categorical attribute [20] in 

the cluster. It shows the distribution properties of 

categorical attribute in cluster while presenting the center 

cluster.  

Huang’s strategy is used for evaluating 
significance and in the proposed algorithm the above two 

ideas for clustering mixed data [17] is integrated. In the 

experiment result, the algorithm is used to cluster various 

datasets that occurred in real world. The datasets are Iris 

which is a pure numerical data, Soybean which is pure 

categorical data, Heart disease which is a mixed data [6] 

and the Credit approval which is a mixed data are used and 

the result gives higher clustering accuracy comparing to k-

prototype [16], SBAC, KL-FCM-GM [17].                                                                     

Fuzzy C-Means is a clustering algorithm in which 

portion of data can be  assigned  to more than one clusters 

and works by assigning belongings to each data point 

parallel to each cluster [9] center on the basis of distance 

between the cluster and the data object. It gives better 

result but has a limitation with trapping in local minimum 

and it is also sensitive when it comes to the of initial value 

selection and it has high convergence rate when dataset is 

large. To avoid this problem a hybrid of FCM and 

modified stem cell algorithm [21] has been proposed. To 

depict the efficiency of the proposed algorithm an 

experiment on well-known data set was performed. For 

this, a comparison has been made among the proposed 

algorithm with various algorithm like K-means, Ant 

Colony Optimization algorithm [9] [22], FCM and 

Artificial Bee Colony Algorithm [21]. Experiment result 

shows that the proposed algorithm has high convergence 

rate, low error rate, low cost and less number of iteration 

comparing to others algorithm. From the result it is clear 

that the proposed algorithm is better than above mentioned 

algorithm. 

To advance the traditional FCM by implementing 

a new approach for determining the initial centers of 

cluster that   is also one of the limitation of the classical 

FCM has been proposed [9]. This paper also presents   the 

feature of WEKA an open source data mining platform 

[9]. It implements some popular data mining algorithm. 

Nonetheless the FCM algorithm [22] is not added into 

WEKA [23]. The proposed algorithm successfully added 

the FCM into WEKA to enhance the system functions of 

the open source platform. That enables the users to 

directly call FCM for fuzzy clustering analysis. A   

comparison is made on the basis of the strength and 

weakness of various algorithm depends on the simple 

metrics in the clustering field:  number iterations, squared 

errors and some prior knowledge of metrology in addition. 

The experimental result shows that the proposed algorithm 

has smaller squared errors than the FCM algorithm while 

preserving the fast speed of convergence. Nonetheless this 

paper just improves in selecting the center of a cluster but 

does not improve the other limitation of the FCM 

algorithm. 

A new hybrid procedure called Hybrid K-MICA 

[8] has been proposed for data clustering of m items into K 

cluster. A distinctive arrangement of two most important 

clustering algorithms first is K-means [11] and the second 

is Imperialist competitive algorithm [24]. The main 

contribution of this paper is to presenting a new ICA 

algorithm after modifying the existing one. Combine new 

ICA algorithm and CLS algorithm [4] to analyse the 

cluster. The imperialist competitive algorithm is a novel 

algorithm, which is capable of handling various 

optimization problems [21]. However it is still in its   early 

stage and rigorous learning is essential   for expanding   its 

performance. 

The proposed algorithm has been compared with 

various existing algorithm in term of standard deviation 

and also finding solution for best and worst. The 

convergence rate of proposed   system is better than 

existing algorithm. The proposed work is relevant if the 

number of cluster can be find in priori.  

A distinctive arrangement of two most important 

clustering algorithms Particle Swarm Optimization (PSO) 

[25] and K-means [11] has been   proposed   to attain 

improved clustering [28] outcome. In this paper first it 

discuss about K-means and PSO. K-means is the one of 

most effective algorithm in terms of execution time. But 

has the   limitation of selecting the initial cluster center. 

Bad selection of initial cluster [27] may lead to a poor 

convergence rate or no convergence rate at all. To avoid 

this limitation meta-optimization has been proposed in 

which two algorithm combined to achieve the goal.  In this 

proposed paper K-means is integrated with PSO [26]. The 

sequential combination of these two algorithms 

accomplishes firm data clustering and it avoids from being 

struck into a local minimum and gives ideal solution [10]. 

The experimental result shows that the sequential 

hybridization of both algorithms can result in best 

clustering outcome when   compared with individual K-

means and individual PSO algorithm. 

 

5. PROPOSED ALGORITHM 

The proposed system uses Manhattan distance to 

decrease the time to create a cluster in traditional k-mean. 

And the system uses Pearson coefficient to establish 

relationship between two data by using two metric we 

have introduced a novel algorithm improved k-means. 

That gives better result when compared with traditional k-

means. 
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Improved k-means 

Input 

Number of preferred clusters, k, and datasets d= 

{d1, d2, d3…., dn} having n objects. 
 

Output 

Clusters of dataset with decrease amount of time 

in execution when compared to traditional k-means. 

 

Steps 

 Use centroid selection formula for selecting the 

initial centers of d datasets. 

 Find distance for each object to the clusters center. 

Use Manhattan distance formula. 

 Repeat step 1 and 2 until there is a change in cluster 

center. 

 Use Pearson correlation coefficient formula to find 

relationship between two data. 

 End process. 

                                                  (3) 

Equation (3) is a Pearson correlation coefficient 

formula. Where r is the Pearson coefficient t and x and y 

are two data object to which we have to find relation 

 

6.  EXPERIMENTAL RESULTS 

Data sets used in the experiment are taken from 

the UCI repository. 

The detailed information of the data sets are 

given below: 

 

Table-1. Data set used. 
 

Data set Size Attribute Class 

Tissue 106 9 4 

Wholesale customer 

data 
441 8 1 

Wiki4HE 700 10 1 

Cardiotocographic 

data 
800 17 5 

 

Table-2. Traditional k-means algorithm. 
 

Dataset No. of class No. of cluster Execution time No. of iterations 

Tissue 4 3 0.04 5 

Wholesale 

customer data 
1 2 0.03 4 

Wiki4HE 1 2 0.05 10 

Cardiotocographic 

data 
5 4 1.86 19 

 

Table-3. Improved k-means algorithm. 
 

Dataset No. of class No. of cluster Execution time No. of iterations 

Tissue 4 3 0.02 5 

Wholesale 

customer data 
1 2 0.01 3 

Wiki4HE 1 2 0.04 8 

Cardiotocographic 

data 
5 4 1.00 15 

 

Experimental result shows that the IKM gives 

better result when compared with K-means algorithm in 

terms of execution time and the no. of iterations. 

 

7. CONCLUSIONS 

Data mining in latest years with the databank and 

artificial intelligence established a novel tool, its aim the 

huge volume of data from the mined useful knowledge, to 

attain the actual intake of data assets. Clustering plays a 

vital role in various application. The most commonly used 

effective clustering algorithm is K-means clustering. K-

means is a significant issue of research currently these 

days in data mining. In K-means algorithm various kinds 

of distance metric can be used to determine the distance 

between objects. Additionally distance metric also have 

effect on size of the cluster. So distance metric should be 

taken wisely and rendering to the dataset. This paper have 

presented an analysis on various research effort done in 

this extent. Though k- means is standing at the stage of 

consideration and improvement. The survey comprises 

that numerous advances are essentially necessary on K-

means to expand problematic of cluster initialization, 
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cluster excellency and effectiveness of algorithm. 

Experimental result shows that the IKM gives better result 

compared to K-means even if the dataset is large. For 

future enhancement it can be improved further for better 

result.  
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