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ABSTRACT 

This paper presents a comprehensive review of human gesture recognition algorithms before and after the release 
of low cost high resolution depth/RGB Microsoft Kinect sensor. Gesture recognition becomes an active research area in 
computer vision for the past one or two decades. After the release of Kinect sensor, a number of significant research 
advances were made particularly in pose estimation considering the depth images. Pose estimation using depth images can 
address major problems faced by the conventional RGB based approaches. This survey reviews the latest trends in pose 
estimation using depth images as well as discussing the limitations or problems faced by these approaches. The future 
research directions are highlighted to improve the current pose estimation algorithms. This paper expected to serve as a 
reference for the researchers who willing to develop new gesture recognition algorithms based on Microsoft Kinect. 
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1. INTRODUCTION 

There are many open problems such as 
identifying objects, detecting humans, activity recognition, 
3D mapping in computer vision [1]. In real world setting, 
the reliability of object segmentation and tracking 
algorithms which considers only RGB images is affected 
by cluttered environment and illumination conditions. The 
availability of low cost high resolution depth and RGB 
camera like Kinect motivated the researchers to develop 
new algorithms based on RGB-D information. The 
complementary nature of these algorithms provides 
effective solution for segmentation, pose estimation, 
detection and tracking. The objective of the paper [2] is to 
summarize the overview of the approaches used in object 
tracking and recognition, human activity recognition, hand 
gesture recognition and indoor 3D mapping.  

Pose estimation is the process of estimating or 
classifying the underlying kinematic or skeletal 
articulation of a person. The primary objective of any pose 
estimation algorithms is to propose a 3D model of skeletal 
joints. About 15 to 20 joints are considered for the reliable 
prediction or classification shown in Figure-1. Pose 
estimation becomes the integral step for Human activity 
recognition. This is a major research area because of the 
multi-dimensional applications right from health care, 
robotics to surveillance applications. More specifically 
gesture recognition has many applications [3]. They are 
sign languages, monitoring patients’ emotional states, lie 
detection, monitoring automobile drivers and developing 
aids for hearing impaired. 
 

 
 

Figure-1. Kinect Skeletal joints. 
 

Our paper compares the different types of pose 
estimation algorithms and its approaches in the area of 
human gesture recognition.  
 
2. KINECT SENSOR HARDWARE 

Kinect sensor consists of 3D Depth sensor, RGB 
camera and microphone array as shown in Figure-2. It can 
simultaneously provide the complementary nature of 
Depth, RGB intensity and audio output [4, 5]. Structured 
light 3D imaging technology is incorporated in this device 
[6]. The RGB camera provides 640 x 480 pixels with 8 bit 
per channel. It can also output higher resolution of 1280x 
1024 pixels at a rate of 10 frames per second. The 3D 
depth sensor provides distance information from the object 
and the camera in the form of depth map for a range of 
0.8m - 3.5m distance. The depth video is generated at a 
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rate of 30 frames per second with the resolution of 
640x480 pixels. 
 

 
 

Figure-2. Microsoft Kinect sensor. 
 

Kinect provides better depth accuracy compared 
to ToF (Time of Flight) and Stereo camera. For short 
range (distance < 3.5 meters) applications Kinect 
outperforms TOF 3D camera and its performance is close 
to the ground truth data [7]. The error in the depth image 
increased as the distance between the object and the 
camera increases, ranging from a few millimetres to 4cm 
at the maximum range of the sensor [8]. Kinect produces 
minimum errors of (less than 1cm) compared to the 
ground truth data produced by the marker based system 
[9]. In a controlled environment of simple poses like 
standing and exercising etc., Kinect produces comparable 
results with the ground truth data with minimum errors. 
Hence Kinect can be a low cost alternative to the marker 
based system which is expensive. But the algorithms 
which used in Kinects fails for complex poses like 
gymnastic and acrobatic poses etc. due to occlusions and 
clutter with the error of 10cm [10]. 
 
3. KINECT TOOLS 

OpenNI, Microsoft Kinect SDK and OpenKinect 
are the three mainly used tools by the research community.  
 
 
 
 

3.1 OpenNI 
OpenNI framework provides the library and 

Applications Peripheral Interface (API) to build 
applications using Kinect Sensor. It is a multi-platform 
open source framework. This frameworks works along 
with the middle ware called NITE. That helps the 
algorithm developers to build applications without much 
worry [11]. It is preferable to use this framework for hand 
gesture and hand skeletal tracking applications.  
 
3.2 OpenKinect 

OpenKinect is an open source library developed 
by Open community people to build applications using 
Kinect sensor. It also provides high level and low level 
Application API’s to develop user applications in the area 
of Robotics and Human Machine Interface, Warehouse 
and Home automation. 
  
3.3 Microsoft Kinect SDK 

Microsoft Kinect SDK 2.0 is the latest SDK 
version released by Microsoft in December 2015.It is a 
preferred choice of developers when it comes to full body 
skeletal tracking without need for any pre-calibration. Itis 
compatible with Open NI 2.0 hence Open NI libraries are 
supported by Kinect SDK. Hence it is possible to develop 
application by taking the advantage of both packages. 
 
4. GESTURE RECOGNITION 

Gesture recognition aims to identify meaningful 
actions of human, considering the hands, arms, face, head 
and body. This is plays vital role in Human-Computer 
interaction. Practical implementation of gesture 
recognition needs tracking device or gadgets. This 
includes glove based gestural interface, sensor based 
marker tracking system, Kinect camera sensor, 
ToFcamera, Stereo camera or Laser sensor.  

Gesture recognition can be classified as shown in 
Figure-3. Sign language and entertainment applications 
come under hand and arm gesture. Facial expressions like 
eyebrow rising, mouth opening, closing and moving heads 
are grouped under head and face gesture. Tracking the 
people movements in indoor and outdoor environments 
and analysing the full body motions are grouped with full 
body pose estimation. 
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Figure-3. Type of gesture classification. 
 
Gesture recognition approaches can be classified into different category based on the techniques adopted as shown in 
Figure-4. 
 

 
 

Figure-4. General classification of gesture recognition approaches.. 
 

Many of the pose estimation problems are 
addressed using Statistical Modelling [12-24]. The authors 
[25] have addressed the problem using pattern recognition 
technique. Image processing techniques are applied by the 
authors [26]. In [27] neural networks are used to address 
the problem. Dynamic Time Wrapping methodology can 
be adopted for Dynamic Gesture recognition. 

4.1 Gesture recognition using RGB image 
The gesture recognition algorithm can broadly be 

classified into three major categories. They are Model Free 
Approach, Indirect Model Use and Direct Model use as 
shown in Table-1. 
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Table-1. RGB image based pose estimation algorithm approaches. 
 

Category/ [Ref ] Approaches Limitations and Robustness 

Model Free 
[30-34], [40], [44-45], [47-48], [50-52] 

1. Probabilistic assemblies of parts(SVM classifier) 
2. Example based method(HMM , NN, Nonlinear 

regression) 

1.Pose estimation even in cluttered scenes 
such as sports images 

2.No need of accurate priori model 
3.Performs well even in single view images 

4. Not view invariant, limited to fixed classes 
of movements 

Indirect Model Use 
[37], [39], [41] 

1. Hierarchical Rule based 
approach(Extended Kalman Filter) 
2. Spherical Mapping Technique 

1.Provides good estimate even for rapid 
movement 

2.Requires the subjects wearing tight clothe 

Direct Model Use 
[28, 29], [33], [34,35], [38], [42-43], 

[46], [49], [52-54] 

1. Model based analysis by synthesis 
2. Stochastic Sampling technique based on Sequential 

Monte Carlo 
3. Learnt models of human motion 

4. Deterministic gradient descent techniques 
5. Extended Kalman Filter 

6. Stochastic Tracking techniques/ Particle Filter 
7. Deterministic grid search with gradient search 

8. Stochastic meta descent 
9. Stochastic sampling and search techniques. 

10 Learnt Models- exemplar based approaches-3D 
humanoid model 

1.Many of the approaches fails to predict the 
rapid movement 

2. Particle filtering techniques can be used for 
whole- body pose estimation 

3. These techniques fairly predicts complex 
poses and not much accurate compared with 

commercial marker based systems 
4. Though these approaches perform well for 

specific motions, it cannot be applied for 
unconstrained human motion. 

 
All the above stated gesture based algorithms are 

applied considering only RGB images. When it comes to 
real world setting, RGB image based pose estimation 
schemes are not reliable. This is mainly because the 
environment is cluttered or the illumination may change 
over time, both of which frequently occur in real world 
situation. Also many of these algorithms fail due to rapid 
movement and they produce less accuracy for complex 
poses. The price and poor quality of depth cameras 
restricted the researchers to work only with RGB images. 

4.2 Gesture recognition using Kinect sensor 
Microsoft has released its first low cost high 

resolution depth and RGB camera in 2010. The 
complementary nature of depth and RGB information has 
been used effectively to address many conventional 
problems such as illumination, cluttering, occlusions etc., 
faced by the pose estimation algorithms. After the release 
of Kinect sensor many researchers have started developing 
new algorithms and/or new applications based on Depth 
and RGB information.  

 
Table-2. Different scheme of Kinect pose estimation. 

 

Type of 
information used 

from Kinect 

Number of 
Kinect Sensors 

used 

Difficulty level 
and challenging in 

generating 2D 
model 

Difficulty level 
and challenging 

in generating 
3D model 

Estimated or classified 
skeletal 

accuracy/Robustness 

Computational 
complexity 

Single View Depth 
Image 

Single Medium More Less Less 

Multiple View 
Depth Image 

Single or Multi Less Medium Medium Medium 

RGB and Depth 
Image 

Single or Multi Less Medium High High 

 
There are three types of research trends are 

identified from the literature and are presented in the 
Table-2. Developing the 3D skeletal models from a single 

view depth image has been identified as a difficult 
problem to address.  
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Table-3. RGB and Depth image based pose estimation algorithm approaches. 
 

Approach 
Single/Multiple 
depth or RGB 

image 
Output 

Real time 
implementation 

Limitations/Robust 
ness 

Classifier Data set used 

Full 
body/upper 
body/Hand 

tracking 

Identify 
individual 
body parts 

[55] 

Single Depth 
Image 

3D joint 
model 

Yes/5ms per 
frame 

Invariant to pose, 
body shape and 

clothing 
Computational 

efficiency 

Randomised 
Decision Forest 

Synthetic 
depth image 

dataset 
Full body 

Regression 
directly from 

depth 
image[56] 

Single Depth 
Image 

Multiple 3D 
joints 

Yes/200 frames  
per second 

Ability to localize 
occluded and visible 

body parts. 

Regression and 
Classification 

function/Regressi
on forest 

MSRC-5000 
pose 

estimation test 
set 

Full body 

One shot pose 
estimation 

[57] 

Depth and 
Multiview 
Silhouette 

images 

3D joint 
Model 

Yes 
Invariant to body size 

and shape 
Random Forest 

Synthetic 
depth image 

dataset 
Full body 

Matching with 
pre-captured 

motion 
exemplars 

[58] 

Single depth 
image 

3D pose 
estimation 

No 

View independent, 
handles body size 
variation, Average 
accuracy of 38mm 

No 
Synthetic 

depth image 
dataset 

Full body 

Exemplar 
based 

approach [59] 

Single Depth 
image 

3D skeletal 
points 

Yes 
Focus more on Pose 

correction 
Random Forest 

Regressors 

Own data set 
generated by 
Kinect sensor 

Full body 

Supervised 
Pose 

classification 
[60] 

RGB and Depth 
Image 

Recognised 
poses 

Yes 
Focus on correct 

classification 
Support Vector 

machine 
Own data set Full body 

Based on 
Geodesic 
distances 
between 
different 

points on the 
body[61] 

RGB and Depth 
image 

Skeleton 
body model 

Yes 
Ability to track poses  
with self-occlusions , 

higher accuracy 
No No Full body 

Part based 
hand gesture 
recognition 

[62] 

Depth and RGB 
image 

Recognise 
hand gesture 

Yes 

93.2% accuracy with 
the efficiency of 

0.0750, Robustness to 
distortions and hand 

variations 

No 
Own dataset 
containing 
1000 cases 

Hand Gesture 
Recognition 

Pose 
recognition in 

parts [63] 

Single Depth 
Image 

3D positions 
of body 
joints 

Yes 

0.731 to .677 
mAP(Average 

precsion), Runs in less 
than 5ms 

Randomised 
Decision Forest 

Synthetic 
shilhouette 
images and 
own data set 

Full body 

 
Many authors [55, 56, 58, and 59] have attempted 

to address this problem and have succeeded in their 
approaches with few limitations as shown in Table-3. The 
algorithms are reported to be computationally efficient but 
they fail for rapid movement and complex poses. 

Thi-Lan et al. [61] has attempted the problem 
considering both the complementary nature of Depth and 
RGB information which inturn improves the overall 
accuracy and robustness but with increased computational 
complexity.  
 
5. CONCLUSION AND FUTURE RESEARCH  
    DIRECTIONS 

The introduction of low cost high resolution 
Depth/RGB Kinect sensor has motivated the research in 
the field of Human Computer Interaction (HCI) in 

developing reliable pose estimation algorithms. The pose 
estimation algorithms developed using depth information 
can effectively to overcome the drawbacks of conventional 
RGB based algorithms. We believe that the introduction of 
Kinect surely has brought us close to the goal. But still 
there are number of problems in developing reliable and 
computationally efficient gesture recognition algorithm as 
listed below. 
 
5.1 Information Fusion architecture 

There are lot of scope in developing pose 
estimation algorithms considering Depth and (RGB) visual 
information. Information fusion architecture can be 
proposed to effectively combine complementary nature of 
Depth and RGB information. This would help us to 
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achieve better accuracy and robustness compared to the 
schemes which consider only RGB or Depth Images. 
 
5.2 Implementation on FPGA (Field Programmable  
      Gate array) or GPU (Graphical Processing Unit) 

In many of the algorithms, the RGB and Depth 
images are processed separately as two streams of data. 
There are many common module used in the processing 
pipeline of RGB and Depth information. Identifying 
common modules and developing new algorithms can 
avoid duplication in the process. Instead of feeding all the 
information to all the algorithmic modules, selectively 
feeding the needed information can also improves the 
computational efficiency. As many of the steps in the 
algorithm can be processed in parallel, implementing the 
algorithm on an FPGA (Field Programmable Gate Array) 
or in GPU (Graphical Processing Unit) would make the 
algorithms to run in real time. 
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