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ABSTRACT

In recent years, Mobile Ad-hoc Networks (MANETs) is one of the popular research areas due to low cost to employ the network, self-organization, freedom of location, and no base stations. Broadcast and data aggregation are crucial operations in MANETs. Due to the high mobility of nodes and the transmission distance, nodes may change their positions rapidly and thus not only change the network topology but also make it impossible to keep a durable and regular data routing between two nodes, that can cause link failure. Recently, it has been argued that layered architecture is not suitable for wireless network. In an effort to improve the performance of MANETs, there has been increased in protocols that rely on cross-layer interaction between different layers. In this paper, a new Cross-layer Design among Network and Physical layers, called Signal Strength Based Stability (SSBS) is proposed to reduce the broadcast redundancy, minimize the routing overhead and increase stability of the transmission link by measuring signal strength changes of neighbour nodes. SSBS will request selective forward nodes depend on its signal strength value. The proposed algorithm was simulated, and the packet delivery ratio including routing overhead was selected as the main performance evaluation metrics. The results show that the proposed algorithm has better performance over the conventional DSR protocol having implemented with blind flooding, and also improves the performance of on demand routing protocols of MANETs by reducing the communication overhead incurred during the route discovery process on DSR protocol.
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1. INTRODUCTION

Wireless ad-hoc networks are used to provide a communication infrastructure in different areas as a fast, deployable, temporary replacement for destroying fixed network or in areas where wired LANs are impossible or only cost-intensive to deploy such as protected historical buildings, or the venue of a conference. At the beginning, wireless networks were mostly used only as a last-mile, which means a 1-hop extension of a wired LAN. However the proliferation of wireless communication devices, multi-hop wireless networks (MANETs) are gaining a practical relevance and acceptance with time [5]. They are providing a multi-hop extension to a wired backbone network, or a completely stand-alone network. In the scientific area, they have been under heavy research for quite some time. The "Ad hoc" aspect of the network makes some implicit assumptions. The communication medium is wireless, therefore the meaning of "Ad hoc" is different from an "Ad hoc" P2P network that can be established over wired links. The size and topology of the network are potentially unknown to individual nodes because nodes are mobile. Therefore "ad hoc" refers mainly to topology, which might change continuously. A mobile network might become disconnected, a case in which parts should be able to operate in a standalone manner, and this reinforces the argument against centralization. If the ad hoc portion is part of a larger networked structure, disconnection should be transparent. Heterogeneity of the devices implies that many of the machines participating in an ad hoc network will differ in power, communication, and computation capability, [10], [4], [6]. This means that the usual classification as client or server not only does not apply, but roles might be enforced during the operation of the network. The mobility of nodes causes dynamic network topology changes that complicate the forwarding decisions needed in such network tasks as efficient broadcasting and routing (e.g. selecting suitable nodes and radii for transmission). Therefore, the mobility of nodes should be advertised to their neighbours periodically, in order to help them make suitable forwarding decisions. In most existing signal strength-aware protocols, assuming the availability of a node system, each node attaches its location and signal to an update message and sends it out with time-stamping information. In the ongoing cross-layer versus legacy-layer architecture debate, the ad hoc research community recognizes that cross-layering can provide significant performance benefits, but also observes that a layered design provides a key element in the Internet's success and proliferation. Strict layering guarantees controlled interaction among layers because developing and maintaining single layers takes place independently of the rest of the stack. Further, cross-layer designs can produce unintended interactions among protocols, such as adaptation loops, that result in performance degradation [6]. The wireless medium offers some new modalities of communication the layered architectures do not accommodate. For instance, the physical layer can be made capable of receiving multiple packets at the same time [6]. The nodes can also make use of the broadcast nature of the channel and cooperate with one another in involved ways making use of such "novel" modes of communication in the protocol. Several routing protocols have been proposed for MANETs. Based on the route
discovery principle, we can classify them into either proactive or reactive. Proactive routing protocols update routes for every pair of nodes at regular intervals irrespective of their requirement. The reactive or on-demand routing protocols [7], determine route only when there is a need to transmit a data packet, using a broadcasting query-reply (RREQ-RREP) procedure. Most of these protocols use min-hop as the route selection metric. It is found that shortest path route has short lifetime, especially in highly dense ad hoc networks even with low mobility, due to edge effect. They do not address the issue of reducing the path breakage during data transmission. In most of the on-demand routing algorithms it will take some time to detect the link failure after which, route recovery and maintenance procedures are initiated. These procedures consume substantial amount of resources like bandwidth, power, processing capacity at nodes and also introduce extra delay. Selecting routes that endure long time reduce the possibility of route failure and route re-discovery process, which considerably improve the network performance of ad-hoc networks. Link stability indicates how stable the link is and stability based routing protocols tend to select paths that are long-lived route [7]. Signal strength, pilot signals, relative speed between nodes are the parameters used for the computation of link stability. Lifetime of network is considerably reduced by inefficient consumption of battery. Power-Aware routing ensures that the mean time to node failure is increased significantly [6]. In this paper, a new Cross-layer Design among Network and Physical layers, called Signal Strength Based Stability (SSBS) is proposed that considers the signal strength to select path for reliable data transmission across the network. It reduces the link failures as well increase the lifetime of Network through the distribution of traffic load.

2. THEORETICAL BACKGROUND

2.1. Routing protocols

In ad hoc networks, it is almost necessary to traverse several hops (multi-hops) before a packet reaches the destination. In traditional hop-by-hop routing solutions, each node in the network maintains a routing table that lists, for each known destination, the next node to which a packet for that destination should be sent. The problem of maintaining consistent and correct tables becomes harder in ad hoc networks, due to the high rate of topology changes [1], [2]. The challenge in creating a routing protocol for ad hoc networks is to design a single protocol that can adapt to the wide variety of conditions that are present in any ad hoc network over time. As ad hoc networks are characterized by a time-changing topology, use of wireless medium and limited bandwidth and power, there is a need to develop new different routing protocols than those for wired networks. Actually, a central challenge in the design of ad hoc networks is the development of dynamic routing protocols that can efficiently find routes between two communicating nodes. The routing protocols must be able to keep up with the high degree of node mobility, the absence of established infrastructure, the absence of a centralized administration, the bandwidth and resources constraints. Wired networks routing protocols are designed for static topology, they try to maintain routes to all reachable destinations, and they are highly dependent on periodic control messages. These protocols are mainly classified into link state and distance vector protocols, requiring frequent exchange of link state tables or routing vectors.

2.2. Basic DSR route discovery

When some node S originates a new packet destined to some other node D, it places in the header of the packet a source route giving the sequence of hops that the packet should follow on its way to D. Normally, S will obtain a suitable source route by searching its Route Cache of routes previously learned, but if no route is found in its cache, it will initiate the Route Discovery protocol to dynamically find a new route to D [9], [3], [8]. In this case, it is called S the initiator and D the target of the Route Discovery.

Figure-1 illustrates the Route Discovery, in which a node A is attempting to discover a route to node E. To initiate the Route Discovery, A transmits a Route Request message as a single local broadcast packet, which is received by all nodes currently within wireless transmission range of A. Each Route Request message identifies the initiator and the target of the Route Discovery, and also contains a unique Request ID, determined by the initiator of the Request. Each Route Request also contains a record listing the address of each intermediate node through which this particular Request also contains a record listing the address of each intermediate node through which this particular copy of the Route Request message has been forwarded. This route record is initialized to an empty list by the initiator of the Route Discovery.

When another node receives a Route Request, if it is the target of the Route Discovery, it returns a Route Reply message to the initiator of the Route Discovery, giving a copy of the accumulated route record from the Route Request, when the initiator receives this Route Reply, it caches this route in its Route Cache for use in sending subsequent packets to this destination. Otherwise, if this node receiving the Route Request has recently seen another Route Request message from this initiator bearing this same request ID, or if it finds that its own address is already listed in the route record in the Route Request message, it discards the Route. Otherwise, this node appends its own address to the route record in the Route Discovery.
Request message and propagates it by transmitting it as a local broadcast packet.

3. PROPOSED METHOD

Many Ad hoc routing protocols use broadcasting in route discovery, in which each node will be required to rebroadcast the packet whenever it receives the packet. Since the communication link between two transmitting nodes may break because one or both of the transmitter and the receiver node moves out of the transitions range of each other, this will cause a problem when one node is sending data to another node and then it moves away, so to solve this problem, Signal strength technique improves the Route Discovery by minimizing the number of transmissions needed for broadcasting by doing selective forwarding, where only a few selected nodes in the network do the broadcasting. The node is moving within the simulation range according to the random way mobility model. In the start of simulation each node starts at random position, it chooses a random destination position within the height and width of simulator, and chooses a random speed ranges from zero to maximum speed, after that node computes its direction of movement. The direction of movement is computed as in Eqn. (1) below:

\[
\text{Dir} = (x_2 - x_1)X + (y_2 - y_1)Y / \text{distance}
\]  
(1)

The distance is computed using the Eqn. (2) below:

\[
\text{Distance} = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2}
\]  
(2)

Where \((x_1, y_1)\) is the current position of node and \((x_2, y_2)\) is the new destination position, \(X\) and \(Y\) as the \(x\)-axis and \(y\)-axis (since \(\text{Dir}\) is a vector). The node then computes its arrival time to determine when to stop. If a node is in moving face, it continue computing its next position in the direction of the final destination, and moves to that location, when it reaches the final position, it will stop for a Stop Time and then repeats the process again as shown in Figure-2.

To select the transmitting nodes, it is assumed that each mobile node knows the received signal strength value of all its neighbours. Each node that wants to initiate the Route Discovery must map the signal strength of all its neighbours. The signal strength measurements value are: excellent, very good, good, low, very low depending on the distance between the node and its neighbour where the number of calculated samples of radio waves in the wireless transmission is decrease whenever the distance between the two nodes is increase. The node will make a decision on forwarding the Route Request messages. This decision rule is inserted in Route Discovery mechanism.

Figure-2. Forwarding the route request messages.

4. SIMULATION AND EVALUATION

In this section, we investigate the performance of the SSBS and it is compared with standard DSR protocol. The simulation environment is set as shown in Table-1.

<table>
<thead>
<tr>
<th>Table-1. Simulation environment.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter name</td>
</tr>
<tr>
<td>Topology</td>
</tr>
<tr>
<td>Number of nodes</td>
</tr>
<tr>
<td>Mobility model</td>
</tr>
<tr>
<td>Pause time (s)</td>
</tr>
<tr>
<td>Simulation time (s)</td>
</tr>
<tr>
<td>Number of flows</td>
</tr>
<tr>
<td>Type of connected nodes</td>
</tr>
<tr>
<td>Traffic rate (packets/s)</td>
</tr>
</tbody>
</table>

First a comparison between SSBS and DSR is made when the increase pause time. Then comparison the effect of increase in speed of nodes from (5 m/s) to (20 m/s). Finally, to compare the performance of protocols, two metrics are used:

4.1. Packet delivery ratio

This is the ratio of the data packets delivered to the destination to those generated by the CBR sources. The greater packet delivery the more reliable routing.
protocol and the less the probability of dropping a data packet.

4.2. Routing overhead
The number of control packet is sent by all the nodes to discover and maintain routes. Routing overhead is an important metric for comparison of protocols because it measures its efficiency in terms of consuming node battery power.

5. SIMULATION RESULTS
This section will analyze and compare the performance of SSBS and DSR protocol based on three main parameters: the effects of changing mobility (pause time), speed of nodes, number of sources (also called connections) and finally increase in number of nodes.

5.1. Pause time (mobility)
Figure-3. Shows the packet delivery ratio performance of the two routing protocols as a function of pause time for 50 nodes, the speed of nodes is set to 1m/s. When nodes pause for larger times, the protocols deliver a greater percentage of the originated data packets. When there is no mobility all protocols achieve 100% packet delivery, when nodes get small pause time both protocols deliver about 90% of their packets at this movement speed. SSBS performs well in all cases, delivering an average of 98% of the data packets.

However, DSR Packet delivery ratio degrades to 89% as the pause time gets smaller, but as pause time increases the packets delivery increase reaches 95% at the end of simulation time. The reason for this height packet delivery ratio for SSBS is that it never uses stale route. If it doesn’t have a route for a destination, it finds one through Route Discovery and it also uses signal strength to ensure that only valid routes are stored at the nodes. The protocols impose different amounts of routing overhead, as shown in Figure-4. SSBS has the least routing overhead at all pause times and the routing overhead decreases as pause time increases; this is because it has use selective nodes. As the movement of the nodes becomes less frequent the routes persist for larger duration of time and hence the number of Route Discovery packets decreases. For DSR, at low pause time there are many link changes and the hop between nodes increases. This change often results in route update being sent frequently. As the pause time increases the routes might not change, but each node has the continuously sent out periodic updates to indicate that it is still in the range of its neighbors. This is the reason that DSR has more routing overhead than SSBS.

5.2. Speed of nodes
This set of experiments studied the impact of speed of node on the performance metrics. The maximum speed ranges among (5, 10, 15 and 20 m/s). Figure-5. shows the results of packet delivery ratio of SSBS and DSR for network with 50 nodes. From the results it is evident that as speed of nodes increases; the performance of both SSBS and DSR decreases. But in all four values of speed, DSR performs better than DSR. The SSBS has approximately the same curve of packet delivery ratio at all speed ranges; the drop in data packet is less than 10% when speed increases from 5m/s to 20 m/s.

At pause time of 20 sec, DSR drops about 30% of data packets at the speed 5m/s, increase to 50 % at speed 20 m/s. This indicates that when the moving speed increases, many packets will be dropped if the update of routing table cannot catch up with the change in network topology due to high movement speed of node. In the DSR protocol, the route advertisement time is set to one second.
Figure-5. Impact of increase speed on packet delivery ratio for both SSBS & DSR protocol.

Figure-6. Shows the results of control overhead of SSBS and DSR for network with 50 nodes. The two protocols perform much better at low speed. SSBS seems to show a uniform rise in most cases with increasing speed.

Figure-6. Impact of increase in speed on routing overhead for both SSBS & DSR protocol.

This is because, at higher speeds there are more route changes resulting in more route discovery and route maintenance packets being sent. However, SSBS perform better than DSR. DSR is more sensible to the effects of speed of nodes. This is because that increase in maximum speed of nodes causes increased rate of change of metrics among the routes in the routing tables of the nodes along with a higher rate of change in sequence numbers resulting in more frequent transmission of incremental updates and ‘full dump’ packets. This means that more event-triggered updates were generated which means more routing overhead.

6. CONCLUSIONS

The results show that there is no need to implement Route Maintenance as in other reactive routing protocols. In addition, this method reduced the broadcast redundancy and minimize the search space in Route Discovery by selecting partial neighbour nodes of the transmitting node instead of selecting all neighbour nodes for broadcasting Route Request messages when the signal strength of those neighbours are considered to avoid the link failure in MANETs. The proposed method based on Cross-Layer for solving link failure by reducing the broadcast redundancy, increase stability link and increase the time to network partition by using signal strength at Physical Layer and the required IP address at the Network Layer.
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