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ABSTRACT

Advances in computer technology, coupled with the intention to utilize the limited resources to its best possible way while conforming to the prescribed objective, has led to a wealth of different optimization approaches in engineering problems. Of particular note is the rise of using evolutionary algorithms in obtaining the optimal solutions in the engineering design problems. This paper sets out to compare the optimization performances of three recently developed evolutionary algorithms, namely, bat algorithm, cuckoo search algorithm, and flower pollination algorithm in constrained engineering optimization. Three infamous constrained real world problems, specifically, spring design, welded beam design, and pressure vessel design, are considered in this study. The promising optimization capabilities of all reviewed evolutionary algorithms are shown in the performance assessment.
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INTRODUCTION

Constrained optimization, in general, attempts to maximize or minimize the prescribed objective function, while conforming to the presence of set of constraints [1]. Various industrial engineering activities involve constrained optimization in its core, in which the underlying problems are usually unstructured and complex in nature. For instance, the job scheduling that needs to consider the production line efficiency in relevance to the cost, available resource, workflows and recovery of failures [2], the pulping process that requires to maximize the paper strength while minimize the kappa number simultaneously [3], inevitably necessitate constrained optimization of the problems at hand.

The Lagrange multipliers, penalty method and direct approach, are the primary approaches used to handle constrained optimization problem [4]. The Lagrange multiplier, perhaps the easiest solution strategy with meticulous foundation, involves the addition of terms that describe the constraints to the objective function. Meanwhile, the penalty method transforms the constrained problem into unconstrained problem by adding a penalty function. The direct approach locates the feasible solution within the region defined by the constraints; however, it is often subject to slow convergence. On the other hand, the Lagrange multiplier requires both objective function and constraints to have continuous first partial derivatives, which is not always valid in real scenarios.

The evolutionary algorithms, which draw inspiration from how living creatures adjust to constantly changing conditions imposed to them by their living environment, have gained prevalence in solving constrained optimization tasks recently. The upsurge popularity, probably, is attributed to their flexibility to adapt the solution strategies according to different problem requirements. Moreover, since the convergence to optimal solution involves merely a set of rules, the evolutionary algorithms are gradient free and the search space is not confined within the region defined by the constraints [1]. It thus overcomes those hurdles in the Lagrange multiplier and direct approach.

Such superiority of the evolutionary algorithms triggers their vast application in constrained engineering optimization problem. Ong et al. applied the adaptive cuckoo search algorithm to determine the optimal experimental milieu of the pulping process [3]. Mittal et al. solved the turbine placement problem in wind farm, in which the used strategy was a combination of genetic algorithm (GA) and deterministic gradient based methods [5]. The evolutionary approach, too, has been utilized in optimizing the aerodynamic shape of the tilt-rotor cockpit region [6]. Xia et al. optimized the transient stability constrained optimal power flow in AC transmission system with particle swarm optimization (PSO) [7]. In order to achieve the minimum maintenance cost of a highway network, the optimal pavement maintenance and rehabilitation scheduling was generated using GA in [8].

The bat algorithm (BA) [9], cuckoo search algorithm (CSA) [10] and flower pollination algorithm (FPA) [11], are types of evolutionary algorithms. Preserving the simple yet effective features as in other evolutionary algorithms, their implementation in diverse domains; including economic dispatch problem [12], image segmentation [13], traveling salesman problem [14], distribution feeder configuration [15], design of plate fin heat exchanger [16] and design of FIR fractional order differentiator [17], have been investigated.

In this study, the BA, CSA and FPA are used to determine the optimal design of three well-known
constrained engineering problems, specifically, the spring design problem, welded beam design problem and pressure vessel design problem. Performance comparisons with other state-of-art methods are performed subsequently.

The paper is organized as follows. Firstly, the brief introduction of BA, CSA and FPA are given, followed by the problem description and solution. Lastly, some conclusions are drawn.

**BAT ALGORITHM**

The BA is inspired by the echolocation phenomenon of microbats [9]. Such echolocation behaviour is used for various reasons: to hunt prey, dodge obstacles and find their way back to their habitat. Echolocation is crucial to microbats during the night. The echolocation pulses that bounce back from the surrounding area are the primary way to help the microbats to fly better in the dark.

In mimicking such echolocation phenomenon of microbats, some idealized rules have been used in [9] for simplicity, which are given as follows:

- All microbats use echolocation to determine distance, different types of prey and the obstacles.
- Microbats fly randomly when looking for prey with velocity $v_i$ at position $x_i$ with a fixed frequency $f_{\text{min}}$, but different wavelength $\lambda$ and loudness $A_o$. From the emitted pulses, wavelength or frequency and rate of pulse emission $r_i \in [0,1]$ can be adjusted automatically depending on the proximity of their target.
- Even though the loudness can be different in many ways, it is assumed that it ranges from a large (positive) $A_o$ to a minimum constant value $A_{\text{min}}$.

Based on these idealized assumptions, Figure-1 summarizes the basic steps of the BA.

In the BA, the motion of each bat is related to its velocity, $v_i$, at a position, $x_i$, fixed frequency $f_{\text{min}}$, inconsistent wavelength, $\lambda$, and loudness, $A_o$. The generated new solution $x'_i$ at time step $t$ which corresponds to velocity $v'_i$ is formulated as:

$$ f'_i = f_{\text{min}} + (f_{\text{max}} - f_{\text{min}}) \beta $$

$$ v'_i = v_i^{t-1} + (x_i^{t} - x'_i) f'_i $$

$$ x'_i = x_i^{t-1} + v'_i $$

where $\beta \in [0, 1]$ is a random vector drawn from uniform distribution while $x_*$ is the current global best solution among all $n$ bats.

In real world scenario, the loudness of pulse is changing when the microbats are flying. From this, microbats are able to dodge any obstruction even the littlest, like the human hair. Loudness is usually reduced while pulse emission is increased when a bat has targeted its prey. In accordance to such situation, the loudness, $A_i$ and the rate of pulse emission, $r_i$ in the BA are revised iteratively as follows:

$$ A_i^{t+1} = \alpha A_i^t, \quad r_i^{t+1} = r_i^0 (1-e^{-\gamma}) $$

where $\alpha$ and $\gamma$ are constants. The constant $\alpha$ is taken as the same as the cooling factor in the simulated annealing.

**CUCKOO SEARCH ALGORITHM**

The CSA was developed by Yang and Deb in 2009, in which in essence, the CSA is inspired by how cuckoo lay their eggs in the nest of other birds that might be from different species [10]. Host birds might find out that the eggs in the nest are not theirs and probably the host bird will destroy the eggs or leave the nest. This results in the evolution of cuckoo eggs in order to increase the similarity between the eggs of cuckoos and host birds. To apply such continuous evolutionary arms race as an optimization tool, Yang and Deb used three ideal rules, which are described as follows:

- Each cuckoo lays one egg at a time in a randomly chosen host nest.
- The nests (solutions) with high quality of eggs will be carried over to the next generation.
- The number of available host nest is fixed. The host bird can discover an alien egg with a probability $p_a \in [0, 1]$. In this case, the host bird can either throw the egg away or abandon the nest so as to build a completely new nest in a new location.

Based on these rules, the basic steps of the CSA can be summarized as in Figure-2.
Figure-2. Solution strategy of the CSA [10]

The CSA, alike to other evolutionary algorithms, starts with an initial population, which can be characterized as:

\[ x_i \in \mathbb{R}^n, \quad i = 1, 2, \ldots, n \]

where \( x_i \) is the solution (cuckoo egg) at step \( t \), and \( n \) represents the number of eggs (potential solutions). The step size, \( L \), is defined as:

\[ L(\lambda) = \frac{\Gamma(1+\lambda) \sin((\pi \lambda) / 2)}{\Gamma(1+\lambda / 2) \lambda^{\lambda / 2} 2^{(\lambda-1)/2}} \]

Here, \( \Gamma \) is the gamma function while \( \lambda \) is a constant (<3).

The integration of Lévy flight in the exploitation and exploration process of the CSA is an important component to enhance its optimization ability. The Lévy flight is based on a random walk which is characterized by a series of jumps simultaneously with the random selection of the probability function which has the power law tail [10]. This type of random search pattern can be found frequently in nature, for instance, the shark’s movement. The Lévy flight performs short jumps at most of the time, while occasionally long jumps, assisting the CSA in avoiding from getting trapped in local optima.

FLOWER POLLINATION ALGORITHM

The idea of FPA comes from the pollination of flowers, which was introduced by Yang in 2012 [11]. The flower pollination process, in general, can be classified into abiotic and biotic. If a pollinator, for instance, the insects and animals, are involved in transferring the pollen, such process is belonged to biotic pollination. On the other hand, if the flower pollination requires no pollinators but occurs with the assist of wind and diffusion in water, this type of pollination process is said as abiotic pollination.

The FPA models the flower pollination process by four idealized rules, which are described as follows [11]:

- The biotic pollination is considered as global searching process, in which the pollen-carrying pollinators perform Lévy flight in their movement
- The abiotic pollination is considered as local searching process.
- Flower constancy is regarded as the reproduction probability, in which it is proportional to the similarity among two flowers involved.
- The interaction or switching of local pollination and global pollination is controlled by a switch probability \( p \in [0, 1] \).

Based on these idealized rules, the searching process of the FPA is illustrated in Figure-3 [11]. The first idealized assumption which corresponds to the global pollination is represented mathematically as:

\[ x_i^{t+1} = x_i^t + L(x_i^t - \bar{x}) \]

where \( \bar{x} \) is the best solution among all available solutions. The parameter \( L \) is the step size, defining how far a pollinator can travel over a long time.
distance. The value of $L$ is drawn from Lévy distribution, which is characterized as:

$$L(\lambda) = \frac{2\lambda}{\pi} \times \sin\left(\frac{\pi \lambda}{2}\right) \frac{1}{\sigma^{1+\lambda}}$$

where $s \gg s_0 > 0$. Here, $\Gamma$ is the gamma function.

The second idealized assumption which corresponds to the local pollination is represented mathematically as:

$$x_{j+1} = x_j + \varepsilon(x_j - x_k)$$

where $x_j$ and $x_k$ are pollen from different flowers from the same species. The local pollination, indeed, is modeled as local random walk, as $\varepsilon$ is drawn from a uniform distribution $[0,1]$.

**NUMERICAL EXAMPLES**

In order to evaluate the optimization performance of the BA, CSA and FPA, three examples of well-studied constrained engineering design problems, namely, the spring design, welded beam design and pressure vessel design, are solved. For all the concerned case studies, the population size is chosen as 20, while the allowable maximum generation number is set to 2000 generations.

For all BA, CSA and FPA, the control parameters have to be assigned judiciously since they keep the balance between exploitation and exploration of the searching process. In this regard, the setup of parameters of BA are: loudness $A = 0.5$, pulse rate $r = 0.5$, minimum frequency $f_{\text{min}} = 0$ and maximum frequency $f_{\text{max}} = 2$; for CSA: step size $\alpha = 1$; and for FPA: probability switch $p = 0.8$.

**EXAMPLE 1: OPTIMIZATION OF SPRING DESIGN**

Spring is a product that is widely used in the engineering industry worldwide. In the first case study, a spring design problem with three design variables, which are, the diameter wire $d$, the average coil diameter $w$, and the length (or the number of coils) $L$, as illustrated in Figure-4, is concerned.

![Figure-4. Spring design problem [18.](image)](image)

The main objective of this spring design is to minimize the weight of the spring, which is subject to various constraints such as maximum shear stress, minimum deflection and geometrical limits. This problem can be written compactly as:

$$\text{minimize } f(x) = (L+2)w^2d$$

subject to the following constraints:

$$g_1(x) = 1 - \frac{d^2L}{71785w^4} \leq 0$$

$$g_2(x) = 1 - \frac{140.45w^4}{d^2L} \leq 0$$

$$g_3(x) = \frac{2(w+d)}{3} - 1 \leq 0$$

$$g_4(x) = \frac{d}{w^2 (12556d - w^2)} + \frac{1}{5108w^2} - 1 \leq 0$$

The design variables are within the ranges of: $0.05 \leq w \leq 2.0$, $0.25 \leq d \leq 1.3$ and $2.0 \leq L \leq 15.0$.

Table-1 presents the optimal design variables obtained by the BA, CSA and FPA, and their performance comparisons to the available results reported in the literature. Several evolutionary algorithms have been used to solve the spring design problem, including harmony search algorithm, mine blast algorithm and PSO, to name but a few. Since the optimization of spring design has been formulated as a minimization problem, the one with the lowest weight $f(x)$ gives the best result, which is given in bold font in Table-1.

It can be concluded that optimizing the spring design with the PSO gives the most satisfactory performance, where the minimum weight of 0.012665 is achieved. However, it can be said that the BA, CSA and FPA are comparable to PSO in this regard, as the obtained minimum weights show merely marginal variations from the best result. The minimum weights, particularly, are 0.127, 0.1277 and 0.1267 for BA, CSA and FPA, respectively, where the differences can be said are not significant. It is worth mentioning that the PSO takes 24,000 generations in order to reach the global optima, but the BA, CSA and FA take 2,000 generations only in this regard. The obtained optimal values of the diameter for the BA, CSA and FPA, basically, are similar to other evolutionary approaches, which is around 0.05. The CSA, however, converges to different optimal values of mean coil diameter and length of wire, which are 0.4076 and 9.0217, respectively.

**EXAMPLE 2: OPTIMIZATION OF WELDED BEAM DESIGN**

Properly designing of a welded beam is crucial in the industry, in attempting to minimize the fabrication
cost, to tally with the design specification, in addition to ensure the safety issue is addressed during the beam welding.

The main aim of the welded beam design problem is to minimize the fabrication cost, in which the four involved variables are: width of beam $d$, thickness of beam $w$, length of beam $l$ and thickness of welding $h$ (Figure-5).

![Figure-5. Welded beam design problem [18]](image)

The objective function that represents the fabrication cost is formulated as:

$$
\text{minimize } f(x) = 1.1047w^2l^2 + 0.04811dh(14.0+l)
$$

subject to the constraints of:

$$
g_1(x) = w - h \leq 0
$$

$$
g_2(x) = \frac{65,856}{30,000hd^3} - 0.25 \leq 0
$$

$$
g_3(x) = \sqrt{\alpha^2 + \frac{\alpha\beta l}{D}} + \beta^2 - 13600 \leq 0
$$

$$
g_4(x) = \frac{504,000}{hd^2} - 30000 \leq 0
$$

$$
g_5(x) = 0.10471w^2 + 0.04811hd(14 + l) - 5.0 \leq 0
$$

$$
g_6(x) = 0.125 - w \leq 0
$$

$$
g_7(x) = 6000 - 0.61423 \times 10^6 \frac{wh^3}{6} \left(1 - \frac{\sqrt[3]{250/48}}{28}\right) \leq 0
$$

where

$$
\alpha = \frac{6000}{\sqrt{2wl}}
$$

$$
\beta = \frac{QD}{J}
$$

$$
Q = 6000\left(\frac{14 + L}{2}\right)
$$

$$
D = \frac{1}{2} \sqrt{l^2 + (w + d)^2}
$$

The design variables are given within the boundaries of $0.1 \leq l, d \leq 2.0$ and $0.1 \leq w, h \leq 10.0$. From the aforementioned constraints, $g_1(x)$ assures that the thickness of welding is less than the thickness of beam, while $g_2(x)$ ensures that the beam end deflection is less than the fixed total deviation. The constraint $g_3(x)$ examines the resultant maximum shear stress such that it is lower than the permissible shear stress in weld, while $g_4(x)$ is to ascertain that the produced maximum stress is lower than the allowable normal stress in beam. Since the length of beam and thickness of beam cannot be negative, the constraint $g_5(x)$ is developed for this purpose. Lastly, $g_6(x)$ evaluates the thickness of welding such that it is higher than the predefined minimum thickness, while $g_7(x)$ ensures that allowable bucking stress is not violated.

Table-2 summarizes the optimal welded beam design obtained by the BA, CSA and FPA, and their performance assessment in comparison to the available literature. The evolutionary strategy with the best welded beam design is given in bold font in this table.

Table-2 shows that the best result is given by the improved CSA (ICSA) approach, with the fabrication cost of 1.5757. On the other hand, the attained lowest fabrication cost of BA, CSA and FPA are 1.8973, 1.69277 and 1.7249, respectively. Although the results do not outperform the ICSA, the optimization abilities of the BA, CSA and FPA are satisfactory as they are comparable or even superior than most of the evolutionary algorithms reported in the literature. Moreover, it is pertinent to note that there is no improvement strategy as in the ICSA has been integrated, neither in BA, CSA nor FPA.

**EXAMPLE 3: OPTIMIZATION OF PRESSURE VESSEL DESIGN**

Figure-6 illustrates an example of pressure vessel design, in which a cylindrical pressure vessel with two hemispherical heads at both ends is concerned.

![Figure-6. Pressure vessel design problem [18]](image)

The pressure vessel is designed in accordance to the ASME boiler and pressure vessel code, where the working pressure and the minimum volume are assigned.
as 3000 psi and 750 ft, respectively. The main objective of this problem is to minimize the fabrication cost, which combines the welding cost, material and forming cost. There are four variables involved: thickness of pressure line $T_L$, thickness of the head $T_h$, inner radius $R$, and the length of the cylindrical section of the vessel $L$. The objective function, i.e., the total cost is expressed as:

$$\text{Cost} = \text{Welding Cost} + \text{Material Cost} + \text{Forming Cost}.$$

**Table-1. Performance comparison of the BA, CSA and FPA for spring design with studies in literature.**

<table>
<thead>
<tr>
<th>Literature Review</th>
<th>Method</th>
<th>Diameter Wire, d (in)</th>
<th>Mean Coil Diameter, w (in)</th>
<th>Length, L (ft)</th>
<th>Weight, f (lbs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[19]</td>
<td>Evolutionary Strategy</td>
<td>0.0516</td>
<td>0.3553</td>
<td>11.397</td>
<td>0.01270</td>
</tr>
<tr>
<td>[20]</td>
<td>PSO</td>
<td>0.0516</td>
<td>0.3575</td>
<td>11.28713</td>
<td>0.012665</td>
</tr>
<tr>
<td>[21]</td>
<td>T-Cell Algorithm</td>
<td>0.0516</td>
<td>0.3575</td>
<td>11.384</td>
<td>0.01267</td>
</tr>
<tr>
<td>[22]</td>
<td>Gaussian Quantum-PSO</td>
<td>0.0515</td>
<td>0.3525</td>
<td>11.538</td>
<td>0.01267</td>
</tr>
<tr>
<td>[23]</td>
<td>Direct Searching</td>
<td>0.0517</td>
<td>0.3573</td>
<td>11.2570</td>
<td>0.01267</td>
</tr>
<tr>
<td>[24]</td>
<td>Harmony Search</td>
<td>0.0517</td>
<td>0.3573</td>
<td>11.2553</td>
<td>0.01267</td>
</tr>
<tr>
<td>[25]</td>
<td>Max Blast Algorithm</td>
<td>0.0516</td>
<td>0.3559</td>
<td>11.344</td>
<td>0.01267</td>
</tr>
<tr>
<td>[26]</td>
<td>Fish Swarm Optimization</td>
<td>0.05174</td>
<td>0.3578</td>
<td>11.5613</td>
<td>0.01279</td>
</tr>
<tr>
<td>[18]</td>
<td>Improved CSA</td>
<td>0.0517</td>
<td>0.3570</td>
<td>11.2670</td>
<td>0.01267</td>
</tr>
<tr>
<td>[27]</td>
<td>Modified BA</td>
<td>0.0519</td>
<td>0.3520</td>
<td>10.980</td>
<td>0.01267</td>
</tr>
<tr>
<td>This study</td>
<td>BA</td>
<td>0.0512</td>
<td>0.3455</td>
<td>11.9693</td>
<td>0.0127</td>
</tr>
<tr>
<td>This study</td>
<td>CSA</td>
<td>0.0557</td>
<td>0.4076</td>
<td>9.0317</td>
<td>0.01277</td>
</tr>
<tr>
<td>This study</td>
<td>FPA</td>
<td>0.051688</td>
<td>0.356695</td>
<td>11.29105</td>
<td>0.01267</td>
</tr>
</tbody>
</table>

**Table-2. Performance comparison of the BA, CSA and FPA for welded beam design with studies in literature.**

<table>
<thead>
<tr>
<th>Literature Review</th>
<th>Method</th>
<th>Beam Thickness, w (in)</th>
<th>Length, L (ft)</th>
<th>Beam Width, d (in)</th>
<th>Welding Thickness, h (in)</th>
<th>Fabrication Cost, f (dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20]</td>
<td>PSO</td>
<td>0.2057</td>
<td>3.4705</td>
<td>9.0366</td>
<td>0.2057</td>
<td>1.7225</td>
</tr>
<tr>
<td>[21]</td>
<td>T-Cell Algorithm</td>
<td>0.2444</td>
<td>6.2186</td>
<td>8.9195</td>
<td>0.2444</td>
<td>2.3811</td>
</tr>
<tr>
<td>[23]</td>
<td>Direct Searching</td>
<td>0.2057</td>
<td>3.2554</td>
<td>9.0366</td>
<td>0.2057</td>
<td>1.6953</td>
</tr>
<tr>
<td>[28]</td>
<td>Discrete PSO</td>
<td>0.2300</td>
<td>1.7821</td>
<td>8.2500</td>
<td>0.1875</td>
<td>1.9553</td>
</tr>
<tr>
<td>[29]</td>
<td>Firefly Algorithm</td>
<td>0.2057</td>
<td>3.5620</td>
<td>9.0414</td>
<td>0.2015</td>
<td>1.7312</td>
</tr>
<tr>
<td>[24]</td>
<td>Harmony Search</td>
<td>0.2085</td>
<td>3.2524</td>
<td>8.9760</td>
<td>0.2067</td>
<td>1.7070</td>
</tr>
<tr>
<td>[30]</td>
<td>Fuzzy GA</td>
<td>0.2057</td>
<td>3.4160</td>
<td>9.0139</td>
<td>0.2076</td>
<td>1.7162</td>
</tr>
<tr>
<td>[25]</td>
<td>Mine Blast Algorithm</td>
<td>0.2057</td>
<td>3.4704</td>
<td>9.0366</td>
<td>0.2057</td>
<td>1.7248</td>
</tr>
<tr>
<td>[26]</td>
<td>Fish Swarm Optimization</td>
<td>0.2100</td>
<td>3.4125</td>
<td>8.9100</td>
<td>0.2088</td>
<td>1.7318</td>
</tr>
<tr>
<td>[18]</td>
<td>ICSA</td>
<td>0.2517</td>
<td>1.6115</td>
<td>8.5241</td>
<td>0.2277</td>
<td>1.5757</td>
</tr>
<tr>
<td>[31]</td>
<td>Inter Search Algorithm</td>
<td>0.2443</td>
<td>6.2199</td>
<td>8.9195</td>
<td>0.2443</td>
<td>2.3812</td>
</tr>
<tr>
<td>[27]</td>
<td>Modified BA</td>
<td>0.2057</td>
<td>3.5620</td>
<td>9.0414</td>
<td>0.2015</td>
<td>1.7312</td>
</tr>
<tr>
<td>This study</td>
<td>BA</td>
<td>0.2172</td>
<td>3.5447</td>
<td>8.2801</td>
<td>0.2450</td>
<td>1.8973</td>
</tr>
<tr>
<td>This study</td>
<td>CSA</td>
<td>0.20573</td>
<td>3.23491</td>
<td>9.0366</td>
<td>0.20573</td>
<td>1.6927</td>
</tr>
<tr>
<td>This study</td>
<td>FPA</td>
<td>0.20573</td>
<td>3.4705</td>
<td>9.0366</td>
<td>0.20573</td>
<td>1.7249</td>
</tr>
</tbody>
</table>

**Table-3. Performance comparison of the BA, CSA and FPA for vessel pressure design with studies in literature.**

<table>
<thead>
<tr>
<th>Literature Review</th>
<th>Method</th>
<th>Thickness of Pressure Vessel, $T_L$ (in)</th>
<th>Head Thickness Hemisphere, $T_h$ (in)</th>
<th>Inner Radius, $R$ (in)</th>
<th>Cylinder Length without Head, $L$ (ft)</th>
<th>Fabrication Cost, f (dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[23]</td>
<td>Direct Searching</td>
<td>0.75</td>
<td>0.375</td>
<td>38.8601</td>
<td>221.36547</td>
<td>5850.3831</td>
</tr>
<tr>
<td>[24]</td>
<td>Harmony Search</td>
<td>0.7441</td>
<td>0.3678</td>
<td>38.5523</td>
<td>226.1553</td>
<td>5829.5475</td>
</tr>
<tr>
<td>[26]</td>
<td>Fish Swarm Optimization</td>
<td>0.8125</td>
<td>0.4375</td>
<td>42.0913</td>
<td>176.7466</td>
<td>6061.0778</td>
</tr>
<tr>
<td>[18]</td>
<td>ICSA</td>
<td>0.7389</td>
<td>0.3655</td>
<td>38.2793</td>
<td>230.5088</td>
<td>5823.3730</td>
</tr>
<tr>
<td>This study</td>
<td>BA</td>
<td>0.8088</td>
<td>0.3999</td>
<td>41.9607</td>
<td>385.3666</td>
<td>6087.0846</td>
</tr>
<tr>
<td>This study</td>
<td>CSA</td>
<td>0.8480</td>
<td>0.4163</td>
<td>43.5603</td>
<td>171.2527</td>
<td>5970.1795</td>
</tr>
<tr>
<td>This study</td>
<td>FPA</td>
<td>0.7782</td>
<td>0.3847</td>
<td>40.3199</td>
<td>399.9963</td>
<td>5885.363</td>
</tr>
</tbody>
</table>
minimize
\[ f(x) = 0.6224T_s R_L + 1.7781T_h R_h^2 + 3.1661T_s^2 L + 19.84T_h^2 L \]  
(29)
subject to the constraints of:
\[ g_1(x) = -T_s^2 + 0.0193 R \leq 0 \]  
(30)
\[ g_2(x) = -T_h + 0.0954 R \leq 0 \]  
(31)
\[ g_3(x) = -R^2 - \frac{4}{3} \pi R^2 + 12.56000 \leq 0 \]  
(32)
\[ g_4(x) = L - 240 \leq 0 \]  
(33)

where the ranges of these design variables are: 
0 \leq T_s, T_h \leq 99 and 10 \leq R, L \leq 200.

The pressure vessel design is a benchmark structural optimization problem which has been studied widely. Numerous evolutionary optimization approaches, including harmony search and fish swarm optimization, have been applied in getting the optimal design of this problem, in attempting to minimize the fabrication cost. The performance evaluation of several approaches in comparison to the BA, CSA and FPA for the pressure vessel design is presented in Table-3. The best result with the lowest fabrication cost is given in bold font.

As it is seen, the best feasible solution is given by ICSA, with the cost of 5823.3760. However, it can be concluded that the BA, CSA and FPA are capable of effectively approaching to the optimal solution, as evident from the small relative differences in the obtained fabrication cost. The FPA, particularly, achieves the minimum cost of 5885.363, where the noticeable deviation from the best result is merely 1.06%.

Comparing the optimization abilities of the BA, CSA and FPA, it can be seen that all algorithms converge to the similar value in terms of \( T_s \), \( T_h \) and \( R \), albeit different evolutionary strategies are utilized in its diversification and intensification. The only large relative difference lies in the design variable \( L \), where the BA, CSA and FPA converge to the optimal value of 185.3666, 171.2527 and 199.9968, respectively.

CONCLUSIONS

In this study, the BA, CSA and FPA are employed for solving constrained optimization problem. The optimization performances of these algorithms have been validated using several benchmark engineering problems, specifically, the spring design, welded beam design and pressure vessel design. The comparative study with the reported literature reveals that the BA, CSA and FPA are found to be efficient. The obtained results are comparable or even superior than most of the evolutionary algorithms.

On the other hand, from the simulations, it can be observed that the optimization strategy of the BA, perhaps, is the least satisfactory method among the three considered evolutionary algorithms. As shown in Table-1 to Table-3, the optimal values of the objective function achieved by the BA in all design problems are higher than the CSA and FPA. This is probably attributed to the fact that there more parameters to be fine-tuned in the BA, in comparison to the CSA and FPA. There is essentially one parameter needs to be inspected in the latter, while for BA, the parameters of loudness, impulse rate, maximum and minimum frequency have to be assigned judiciously for proper convergence towards the optimal solutions.
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