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ABSTRACT 

The applications of Cloud computing has penetrated all services recently. Enormous data processing in cloud is 
done by distributing the data among the virtual machines. The virtual machines load capacities are dynamically changing 
based on the request sent by the client. Genetic Algorithm based Load Balancing Technique (GALBT) has been proposed 
to equally distribute the load among the virtual machines and for rapid processing. Virtual machine scheduler (Vm 
scheduler) has been designed to estimate the time and resource requirements of the task processing. Based on estimation, 
the task is forwarded to virtual machines for processing. This project is developed using cloud simulator and results have 
been compared with round robin and throttled algorithms to show our strategy performs better for application processing. 
 
Keywords: genetic algorithm, load balancing, application processing, Vm scheduler. 
 
1. INTRODUCTION 

In legacy systems, resources needed are to be 
brought and then they make use of it, whereas in cloud 
environment cloud resources are touting to provide users 
with all resources at low rates. People pay only for what 
they use. So, many legacy systems are moving to a cloud 
computing environment. Cloud users expect fast 
accessing, processing, etc from the cloud service 
providers, whereas internal working process of cloud 
environment is hided from the users. Internally cloud 
service providers have to manage with the available 
resources to satisfy all the users. In general not all the 
resources of the cloud are used evenly. Few are 
overloaded while few are idle. To efficiently make use of 
available resources many load balancing policies are used. 
In cloud environment the number of users at any time is 
not constant. Hence load balancing should also be planned 
accordingly.  

Load balancing makes the resources to be 
available to all the users and making the user’s task 
without waiting for very long time. There are many load 
balancing algorithms in existence they are round robin, 
first come first serve, priority scheduling etc. Each and 
every scheduling criterion is best suited for a particular 
situation. Here we have proposed Genetic Algorithm 
Based Load Balancing Technique (GALBT). Genetic 
Algorithm is a natural process by which the evolution 
takes place. In nature fittest parents produce offsprings. In 
machine learning type of genetic algorithm there exist 
randomly selected solutions from which the new powerful 
results are created from the current. In common there are 
three types of operations existing in genetic algorithm 
process they are selection, crossover and mutation.  

In selection process the parents are selected for 
the reproduction. Parents’ selection is based on the 
chromosomes. The fittest parents get selected; they 
undergo further process of crossover and mutation 
operations. In crossover the parents’ chromosomes are 

recombined to produce the new individual, whereas in 
mutation the parents’ chromosomes are altered. Based on 
crossover and mutation the new individuals are produced. 
In this paper only the concept of selection and learning 
technique of Genetic algorithm has been used for task 
processing.  
 
2. LITERATURE SURVEY 

There are many related works developed by using 
many different strategies. The scheduling criterion uses 
many conditions few authors focus on multi-objective 
scheduling, few on performance of scheduling and few are 
based on nature inspired approaches like honey bee 
approach, ant colony approach and genetic algorithm 
approaches. 

There are many genetic algorithms based 
approaches for load balancing policies; in Genetic 
approach to dynamic load balancing [1] has targeted the 
load balancing problem in task migration. When task 
migration request from the users are overloaded into the 
system, that creates interprocess communication until the 
task migration is initiated. To overcome this problem GA 
based Load Balancing has been proposed in which the 
learning mechanism will learn about the unnecessary 
request. The request sent to each processor is considered 
has the population and the fitness is calculated based on 
the effectiveness of migration. 

Aiming to improve the efficiency of load 
distribution among the public cloud, different strategies 
have been introduced to different situations. Gaochoa Xu 
and Junji pang have applied game theory of load balancing 
in load balancing model based on cloud partitioning for 
public clouds [2]. In this paper load balancing is initiated 
right after the cloud partitioning is done. As the job arrives 
in the cloud, the main controller will forward the job to 
particular partition based on the load in them, then the jobs 
are assigned to the nodes based on the strategy. 
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In Genetic Algorithm based Data Replica 
Placement Strategy [3], Tripartite Graph based model have 
been derived based on Genetic algorithm. This Explains 
how the big data applications like scientific data 
processing is processed in a distributed cloud 
environment. 
 
2.1 Tripartite graph model 

In this approach  task is denoted as T,  control 
flow as C, dataset as D and then the scientific application 
is denoted as P=<T,C,D>. At each datanode task is 
processed. In tripartite graph model control flow is the 
sequence at which the task is executed. In this graph 
model task scheduling is aimed at minimizing total 
transmission time of the dataset. 
Genetic Algorithm Based Data Replica Placement 
Strategy 
In these two strategies has been considered  
 

1. Data Replica Scheduling Strategy determines 
which replica can be used and2. Data Replica Distribution 
Strategy determines where the replica should be stored. 

Before task processing the dataset needed by each 
task has to be transmitted to that datanode. The dataset 
needed by each task and the location of each dataset 
should be known for dataset transmission. So that the 
minimum transmission match can be found and 
transmitted to the datanode. To calculate the minimum 
transmission match  calculate the list of data replicas 
results that has small total data transmission time across 
the data nodes then from the list of datasets pick one with 
minimum transmission match. 

A Multi-objective optimization using Ant colony 
algorithm by Liyun Zuo creates a scheduling method 
based on multiple objective based on resource-cost model 
[26]. A paper by Y. Zhu on research for the Virtual 
machine oriented cloud resource scheduling algorithm 
proposes few methods to overcome the resource 
management issues in data centers that ensures quality 
service from the cloud service providers[27].An Ant 
colony based scheduling [28] uses live migration of virtual 
machines. Ants monitors the virtual machine load, based 
on the monitoring it finds the optimal migrations of virtual 
machines. .Combination of genetic algorithm and ant 
colony optimization method is used [29] to shorten the 
energy cost and processing time. A standalone software 
program has been designed to effective resource utilization 
and load balancing in Agent based dynamic load balancing 
[30]. 
 
2.3 Problem statement 

The process of task scheduling considers many 
conditions which act as an agreement between the users 
and cloud service providers to promise the quality of 
service. Users want their task to be processed with 
minimum time and cost whereas service providers have to 
ensure the quality of service provided to the users. Users 
task get segmented into a set of subtask and processing of 
each subtask requires resources. Based on the available 
resources and time, cloud providers have to plan for task 

processing. The issue of load balancing has been 
considered to ensure the evenly distribution of task among 
the virtual machines. 
 
2.4 System model 

In this paper, the system framework model is 
shown in Figure-1. Here GABLT is used to evenly 
distribute the load among the virtual machines. Vm 
scheduler is the central part of the design will schedule the 
task to the virtual machines. 
 

 
 

Figure-1. System framework. 
 

Users send their task to the cloud service 
providers, which will be subdivided into many subtask to 
get processed. Vm scheduler has four subparts Task 
information manager, Resource manager, Capacity 
calculator, Vm selector. Two main parameters required for 
processing the task are CPU time and the memory usage. 
Few tasks consume more of CPU time whereas few 
require huge memory. Based on the two parameters are 
task nature is learnt by the Vm scheduler. 

Users task carry information regarding the QoS 
and their own preferences for the services. This allows 
users to decide their budget cost and the target time to 
complete the task processing. Task send by the users will 
carry these two things, budget cost and target time to 
complete task processing. 

Vm scheduler will decide to schedule the task to 
virtual machines based on collective information gathered 
from the users as well as by nature of task. Task 
information manager will manage the information of task 
like budget cost, target time, CPU utilization and memory 
usage of a particular task. 

Resource manager will periodically monitor the 
virtual resources which are currently being used and idle. 
Capacity calculator will gather information about the 
currently available virtual machines. Based on the 
collective information gathered by Vm scheduler, task will 
be processed to virtual machines. 
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3. GENETIC ALGORITHM BASED LOAD 
BALANCING TECHNIQUE 
 

 
 

Figure-2. Genetic algorithm flowchart. 
 

In general genetic algorithm has three operations 
like selection, crossover and mutation. In this paper virtual 
machines selection is based on genetic algorithm. 
Selection of virtual machines will be done based on few 
conditions they are 1.Virtual machines should have 
enough resources to process the task. Otherwise task has 
to wait for resources and it wills extent the time to process 
the task. When it exceeds the user’s targeted time then task 
processing should be stopped. 2. The task nature will 
predict its actual resource requirements and its total time 
to get processed. Based on this information the cost of task 
processing will be predicted and it should not exceed the 
budget cost of user, if it exceeds task processing should be 
stopped.  

 
 

Figure-3. Flowchart of task processing. 
 
4. ALGORITHM: CALCULATE LOAD CAPACITY 
OF VIRTUAL MACHINE AND RESOURCE 
AVAILABILITY 
1: Function Capacity (DC,H,Vms,C) 
2: If H=Available Vms in H1, H2……in DC 
3: { 
4: Divide the task into equal parts based on available  
Vms in host 
5:} 
6: End if 
7: Vmc=(Number of available Vms)* 
(Number of shifts)* 
(Utilization)*(Efficiency) 
// calculate capacity of Vms 
8: End 
9: Function Resources(H,Vms,R) 
10: Cal R=List of all available Resources. 
11: If(R>=0) 
12: Allocate R to Vmc 

13: Else 
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14: Goto Capacities 
15: Cal=Vm,R. 
16: End if 
17: End 
 
5. NOTATIONS USED 

This section describes the symbols used in the 
algorithm 
DC -     Datacenter 
H -      Host 
Vms -     Virtual Machines 
Vmc -     Virtual Machine capacities 
R -      Resources 
 
5.1 Simulation and Results 

There are two kinds of experiments one is real 
time experiments and the other one is simulation 
experiments. 

Real time experiments though give us a real 
world conditions and a real world environment, the cost of 
experimenting the project is not always affordable. Hence 
many have adapted simulation environment to experiment 
their projects. 
 
5.2 Benefits of simulation 
a) Cost effective 

b) Able to run experiments numerous number of times. 

c) Easy to model and experiment 

d) Easy to compare results with other experiments 

 
This project has been modeled using Cloud 

Analyst tool. This section explains in detail about the 
results of the project. Here Genetic Algorithm Based Load 
Balancing Technique has been compared with Round 
Robin, Throttled and Equally spread current execution 
load. 

In order to verify that GALBT performs better 
than existing three algorithms various experiments has 
been carried out and the result obtained is clearly 
mentioned with the help of table and graph. 
 
A. Average overall response time 

Average response time has been calculated for 
Round Robin, Equally Spread the current execution load, 
Throttled and GALBT. 
 

Table-1. Average Overall Response Time. 
 

Techniques AORT(ms) 

Round Robin 126.58 

Equally Spread current 
Execution Load 

125.97 

Throttled 111.98 

GALBT 110.55 

 
 

Figure-4. Average overall response time. 
 

Comparing the Average Overall Response of 
GALBT with all three existing algorithms GABLT’s 
response time is lesser. From Figure-4, it is clear that 
GABLT performs better. 
 
B. Data center processing time (DCPT) 

Data Center Processing Time has been calculated 
for Round Robin, Equally Spread the current execution 
load, Throttled and GALBT 
 

Table-2. Datacenter processing time. 
 

Techniques DCPT(ms) 

Round Robin 13.77 

Equally Spread current 
Execution Load 

13.23 

Throttled 1.82 

GALBT 0.73 

 

 
 

Figure-5. Datacenter processing time. 
 

Comparing the Data Center Processing Time of 
GALBT with all three existing algorithms GABLT’s 
response time is lesser. From Figure-5, it is clear that 
GABLT performs better. 
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C. Total virtual machine cost (TVMC) 
Total Virtual Machine Cost has been calculated 

for Round Robin, Equally Spread the current execution 
load, Throttled and GALBT. 
 

Table-3. Total virtual machine cost. 
 

Techniques TVMC 

Round Robin 50.41 

Equally Spread current 
Execution Load 

50.41 

Throttled 50.41 

GALBT 49.21 

 

 
 

Figure-6. Total virtual machine cost. 
 

Comparing the Total Virtual Machine Cost with 
all three existing algorithms GABLT’s response time is 
lesser. From Figure-6, it is clear that GABLT performs 
better. 
 
6. CONCLUSIONS 

A Genetic Algorithm based Load Balancing 
Technique was proposed for load balancing among the 
virtual machines. This model explains the relationship 
between the resources and processing cost. The main aim 
is to balance the load among the virtual machines by using 
the knowledge about the nature of task, available resources 
and available virtual machines. In addition to all above, 
users are allowed to choose their threshold conditions for 
the services. Our Experimental results show that the 
proposed GALBT performs far better than the existing 
algorithms. 
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