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ABSTRACT  

The Multi-Agents Autonomous Robotic Systems (MARS) are modeled and developed to work in process 
dedicated to the navigation in stochastic environments, especially in location, planning and mapping. These processes 
make use of design models in centralized systems that generate dependence on a central unit, being this a limitation for the 
autonomy of the robotic agents. On the other side, the wireless sensors networks (WSN) are an emerging technology which 
is based on the integration of multiple nodes in a centralized way for the capture and exchange of data. This article is based 
on the integration of the WSN in the design of a model for MARS oriented to the autonomy of the robotic agent in 
decentralized navigation tasks. 
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1. INTRODUCTION 

Due to the complexity of the design of the MARS 
in stochastic environments, and the high demand in the 
latest years (it was estimated that by the 2015, 22 millions 
of robots were employed worldwide [1]), they have 
become a multi-disciplinary area, making necessary a 
design structure based in models applied on the 
programming by objectives, the architecture of the robot 
and the administration of tasks [2]. Particularly, these 
models are centered on tasks of location, planning and 
mapping of the surroundings by applying the strategies 
that make use of optical tracking devices (OTD), 
stereoscopic vision, artificial vision techniques with smart 
algorithms and wireless sensors networks (WSN) [3]–[8]. 

Compared to other strategies, the one applying 
WSN technology, allows to locate the robotic agent in 
non-controlled environments through sensors distributed 
on grids of static or mobile nodes, sending the information 
towards a master unit in charge of performing the 
computing tasks [9]. This technology is characterized by 
its flexibility, allowing the mapping and location of the 
environment by reading the received signal strength 
indicator (RSSI) applying information fusion techniques 
among the different agents [10]-[13]. 

The problem with depending on the central unit 
for the system operation, lies on the necessity of the 
permanent operation of it, otherwise the whole system 
would collapse. On the other hand, the central unit needs 
the system to keep communication, this way, all the nodes 
must communicate towards the central unit, needing 
indirect routes of communication when the central unit is 
out of range, increasing the energy consumption and the 
computational complexity while implementing routing 
algorithms on the nodes [14]. 

So, a model integrated with the MARS with the 
flexibility of the WSN is presented, avoiding this way the 
dependence on the central unit. For this, on section 2, a 
brief summary of the works performed with the MARS is 
presented, explaining the concept of autonomy with the 

purpose of showing the motivation of the article. On 
section 3, the traditional model is described to represent 
the robotic agents in tasks with WSN navigation, 
presenting the stages of the integration model through 
sequence diagrams, and finally presenting the 
decentralized integration model called DWMARS. 
 
2. PROBLEM REPRESENTATION 

The main objective of the MARS is giving 
autonomy to each of the agents that integrate the system 
(Figure-1), this is, each agent must have the property of 
having the capability of processing the data in a distributed 
and decentralized way, also having an operative system 
able to guarantee the administration of processing tasks, 
guaranteeing the operation of the system in real time, 
without forgetting the properties of having a hybrid 
architecture, the generation of models, the learning 
capacity and the system modularity [15]-[17]. 
 

 
 

Figure-1. Mental map of autonomy in robotic agents. 
 

The concept of autonomy has also been used on 
the WSN, being this concept oriented to work with the 
Multi-Agents Systems (MAS), describing each sensoring 
node as a technology capable of being located in any 
environment, sensing the characteristics of it (depending 
on the sensors), and based on the dynamic of the 
environment, pre-programmed plans of actions are 
executed in order to directly interact through the actuators, 
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or signals are sent to the central unit for the decision 
making [9]. These plans of action are oriented to the self-
maintenance, self-protection, self- optimization and self-
configuration tasks with the purpose of reducing the 
computing resources and energy consumption, being an 
excellent candidate to be used directly on mobile agents 
such as the robotic agents oriented to the navigation tasks 
[18]. 

The robotic agents that use the WSN to perform 
the navigation tasks use the nodes of the sensors specially 
located in the environment as static guides, these being 
used as location points by previously having the exact 
position where they are installed; these systems allow 
having a low level of computing to process the 
information, since the only thing they need is having each 
node as reference of the RSSI to get located without the 
need of turning to the image capturing as it is required by 
the OTD techniques  [10], [19]. Other robotic agents work 
the navigation in two phases by using the WSN as 
reference; the first consists of acquiring the information of 
the nodes of the sensors to make an estimation through 
particle filters without previously knowing the location of 
the sensors. In the second phase, the nodes estimate their 
location by using an information filter to compute their 
position, repeating this process until getting the exact 
position of both the sensors and the robotic agent [20]. 

These applications have been worked out through 
techniques that perform, in a centralized way, the 
Simultaneous Location and Mapping (SLAM), leaving the 
planning aside [21], [22]. However, the models which 
perform the planning process always work in previously 
known environments, working with centralized processes 
which may fail if the central unit collapses. The WSN 
technologies are providing flexibility to work with these 
navigation techniques focused on the communication 
between the agents of the MARS indirectly, being an 
interesting area to implement it directly in the 
development of the MARS in order to work in a 
decentralized way [23]-[28]. 
 
3. MODEL OF THE SYSTEM 

The model to represent the robotic agent in 
MARS by using WSN in navigation is showed in the 
diagram of usage cases in Figure-2, where the 
environment delivers a collection of data captured by the 
different sensors of the robotic agent and sends it to the 
central unit in charge of the decision making. While 
processing the information, the central unit sends the 
applicable actions to the agents and they execute them. It 
is important to highlight that the actions executed by the 
robotic agents depend on the characteristics of space of the 
environment, meaning, the elevation, type of terrain, etc. 
which are partially analyzed by the sensors. 
 

 
 

Figure-2. Use class diagram basic design of a centralized 
robotic agent in WSN. 

 
The model in Figure-2 presents a big 

inconvenience, if the central system fails, all the agents 
involved in the MARS could be lost, since they always 
have to communicate with the central unit. Otherwise, if 
the central unit is robust and would never fail, it should 
always interact with the mediator between the agents 
which do not have direct communication, increasing the 
time for the decision making, directly affecting the 
consumption of energy and the computational efficiency 
of the robotic agent, taking away autonomy to the system. 
Because of this, the diagram of sequence is presented in 
Figure-3 for the design of the robotic agent, modeling the 
flow of the system from the catching of the data, the 
handling of the actuators, to the communication of the 
agents in the MARS in a decentralized way. 
 

 
 

Figure-3. Sequence diagram for the design of the 
decentralized robotic agent with WSN. 

 
The diagram in Figure-3, takes the WSN 

technology as referent to integrate it with the MARS, 
generating a model called DWMARS; each robotic agent 
(node) composing the MARS possess a unit with sensors, 
a processing unit, a wireless communications module and 
a unit of actuators which is normally composed by the 
control and motors units. Each node evaluates the 
environment through the sensors and the information sent 
by the rest of the agents through the wireless 
communication module, being analyzed by the processing 
unit, performing SLAM tasks [19], [20], [29]-[33] and the 
planning simultaneously without the need of waiting 
response from a central unit, reducing the energy 
consumption when performing the communication from 
node to node based on the RSSI among them.  
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4. WIRELESS DESCENTRALICED MODEL FOR  
     MULTI-AGENT ROBOTIC SYSTEMS 

The decentralized model of Figure-3 generates 
the communication with the nearest node in a power level, 
based on the parameter of received signal strength 
indicator (RSSI). The communication is characterized by 
giving parameters with a specific name to each node, 
which must be included in the list to be shared among all 
the nodes of the system; so, this is the only requirement to 
belong to the system disregarding the type of sensors that 
are handled by the robotic agent. The navigation tasks are 
performed by the nodes with the nearest neighbor (within 
reach) based on the different techniques, just as it is stated 
in [22], [24], [34], [35], avoiding the necessity of 
communicating with the central unit. This function is 
represented in the workflow diagram of Figure-4. 
 

 
 

Figure-4. Work diagram of communication and processing 
of the agent with the DWMARS model. 

 
The algorithm that models the operation of the 

workflow diagram is presented here: 
a) For each node n belonging the list of nodes in the 

system, it has to:  
i. Capture the nodes within the power range in a 

List m.  
ii. Store the name and the RSSI.  

iii. Establish a direct communication with the node 
i having the highest RSSI. 

b) Establish a time of communication for the data 
transfer or select the submission of information by 
events. 
i. If selecting the data transfer mode by time 

(timeout): 
ii. Both nodes have to send the map information 

stored together with a key indicating the id of 
the transfer; if it is the first submission, the key 
must have a value of 0. 

iii. Each node has to send the captured map; if a 
previous value of the key is sent, this process is 

avoided.  
iv. If the value of the key is new, each node has to 

fuse the received map with the one stored in its 
memory. 

v. If the contrary, the map has to be taken from the 
other node to fuse it with the current map 
without performing a keys verification. 

c) Perform the location task through the captured maps. 
d) If a better value is required for the location, Process 1 

must be repeated by capturing the value of location 
and comparing it with the RSSI value to perform the 
connection with the nearest node value.  

e) End. 
 

 
 

Figure-5. (a) Distributed nodes without connection, (b) 
Connection between the nodes based on the RSSI 

parameter, (c) Connection between the nodes 
based on the RSSI parameter with obstacles. 

 
The previous algorithm can be used in three 

different scenarios, as an example, three nodes are left 
distributed in an environment randomly. The first scenario 
is showed in Figure-5a, where you can notice that no node 
is close enough to the other in order to establish 
communication through their RSSI, in this case each node 
is in charge of performing the SLAM tasks individually 
until finding other node sufficiently near. The second 
scenario is showed in Figure-5b, where nodes are close 
enough to establish communication, being node_a and 
node_c in this case. In the third scenario there is a wall as 
an obstacle; in this scenario, the three nodes have to search 
for the nearest node to establish communication and begin 
the location and mapping task; in this scenario you can 
observe that node_a is closer to node_b in distance 
parameters, but these are separated by a wall which 
significantly reduces the RSSI between them, while 
node_c is in view line with node_a having a higher RSSI 
compared to node_b, allowing communication as showed 
in Figure-5c. 
 
5. FUTURE WORKS 

As future work the integration model will be 
implemented in components using the different points of 
view in UML 2.0, which, could be develop a generic tool 
that allows synthesizing the software into a structure in 
hardware, reducing the development time and errors 
generated during the design. A current problem of 
investigation demonstrated in [34], is the interaction 
between XML-UML, being an interesting investigation 
branch, on having represented the diagrams generated in 
UML on XML to realize hardware dedicated to MARS by 
means of Languages of Description of Hardware HDL. 
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6. CONCLUSIONS  
By using the concept and technology of Wireless 

Sensor Networks in cooperative robotics based on Mars, 
simpler models can be structured for working in 
decentralized multi-agent systems, reducing the time of 
communication and eliminating dependence on the central 
unit, increasing the autonomy of the system in terms of 
modularity and distributed processing.  
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