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ABSTRACT

Time series analysis is an important technique for future forecasting of time dependent variables. Keeping future visualization in mind, time series analysis is applicable to a wide variety of applications. In this work, neural network autoregressive (NNAR) model, a non-linear model is applied for forecasting of per capita disposable income. The average available money per person after the deduction of income taxes is called as the per capita disposable income. It is an indicator of the economic condition of a nation. Forecasting of per capita disposable income is essential in helping the government assessing its economic state with respect to the economy of other developing countries of the world. Financial critical situation like inflation can also be assessed by forecasting of per capita disposable income. Future policies and plans can also be formulated by the planning commission of a country upon observations of the results obtained from this work.
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INTRODUCTION

Among the latest forecasting techniques, time series analysis is an important one. This focuses on prediction of the future values of a time dependent variable based on its past observed values. Time series analysis is usually carried out by designing suitable mathematical models. The models for time series analysis can be classified into two categories such a linear and non-linear model. A lot of works have already been performed involving time series analysis. In this work, NNAR model is used for forecasting purpose. Neural network models have been applied to forecast electric load (Park, El-Sharkawi, Marks II, Atlas and Dambotg, 1991), airline passenger number (Faraway and Chatfield, 1998) and bankruptcy prediction (Jo and Han, 1997).

In addition techniques like Case-Based Reasoning (CBR), Support Vector Machine (SVM), Autoregressive Integrated Moving Average (ARIMA) model and Markov-Chain model can be used for time series analysis. Min et al. (Min and Lee, 2005) has proposed an SVM based prediction model for bankruptcy prediction. Hansen et al. (Hansen and Riordan, 2000) has performed weather prediction using a hybrid model of CBR and fuzzy set theory. Singh et al. have used an ARIMA model for prediction of software bugs (Singh, Abbas, Ahmed and Ramaswamy, 2010). Generalized discrete GM (1, 1) model based forecasting model is presented by You et al. (You, Zhang and Periodical, 2013) to predict the per capita disposable income of urban residents.

In this paper, the focus is on forecasting the quarterly per capita disposable income of West Germany using NNAR model. Per capita disposable income is the total personal income excluding the current taxes. As a key economic indicator to assess the overall state of the economy, per capita disposable income is regularly monitored. Per capita disposable income helps countries gauge their economic growth. The per capita income of a country is severely affected by factors like poverty and inflation. So in order to avoid future financial crisis, forecasting of per capita disposable income is very essential.

NNAR ANALYSIS

Neural networks are a kind of statistical models, popularly used in machine learning. The concept of artificial neural network is inspired from the biological neural network of the central nervous system. These are better used to estimate functions based on large volume of training sets and are network of multiple nodes working in parallel as shown in the Figure-1. NNs are capable of modelling complex non-linear relationship without prior assumption of the underlying relationship. Each node is associated with an activation function which transforms the input to the node to an output which in turn acts as an input for the nodes in subsequent layer. Each node multiplies the input signal with a weight \( w_{ij} \), characteristic of the connection the connection between nodes \( i \) and \( j \) of adjacent layers and then sums up the weighted input. Each hidden layer node performs a single ‘sigmoid’ transformation of its input (BuHamra, Smaoui and Gabr, 2003).
Figure-1. NN architecture consists of four input nodes, two hidden layers and one node output layer.

\[ z_j = g\left(\sum_i y_i w_{ij} - \beta_j\right), \]  

where \( z_j \) is the output of the jth node, \( y_i \) is the ith input, \( \beta_j \) is the bias of the jth node and \( g(x) \) is the sigmoidal function given by

\[ g(x) = \frac{1}{1 + e^{-x}} \]  

The successful implementation of an NN is dependent on proper training of the network with large volume of training sets. In the process of training the NN learns to adjust the weights associated with each connection with the help of a learning algorithm. The back-propagation algorithm is the most famous and widely used learning algorithm of all neural network paradigms. This algorithm trains the network based on the response obtained for each received input. Then it adjusts the weights by comparing the obtained response with the target output so as to minimize the sum squared error (SSE) of the network which is given by

\[ SSE = \frac{1}{2} \sum_p \sum_k \left( \hat{Z}_k - Z_k \right)^2 \]  

where \( Z_k \) and \( \hat{Z}_k \) are the target output and the response vector of the kth output node. The p subscript refers to the specific input vector pattern used. The weights obtained after training phase are the best suited for producing best output at the output layer.

The NNAR model is a parametric non-linear model of forecasting. Forecasting in this model is performed in two steps. In the first step, the order of auto-regression is determined for the given time series. The order of auto-regression indicates the number of previous values which the current value of the time series is dependent upon. In the second step, the NN is trained with a training set prepared by taking the order of auto-regression into consideration. The number of input nodes is determined from the order of auto-regression and the inputs to the NN are the previous, lagged observations in univariate time series forecasting. The predicted values are the output of the NN model. The number of hidden nodes is often decided by trial-and-error or through experimentation due to lack of any theoretical basis for selection (Zhang, Patuwo and Hu, 2001). The number of iteration should be selected properly in order to avoid the problem of over fitting.

IMPLEMENTATION AND DISCUSSIONS

This section focuses on the implementation details of the NNAR model using a dataset and the result obtained is thoroughly discussed also.

Dataset

The dataset used in this work is taken from Datasets for Applied Time Series Econometrics\(^1\). The dataset of quarterly, seasonally adjusted West German real per capita disposable income is chosen for the NNAR model implementation. The dataset is as shown in the Figure-2 and shows the quarterly, seasonally unadjusted West German real per capita disposable income from 1960 to 1987.

Building the model

The ‘forecast’ package of the ‘R’ statistical tool\(^1\) has been used here for developing the NNAR model for the chosen dataset. Figure-3 represents the time plot of the chosen dataset. A step by step procedure has been followed for building the neural network model. The steps followed are:
Step 1: Exploratory data analysis is carried out with the help of some traditional time series analysis methods to estimate the lag difference in the data.

Step 2: Data has been partitioned into training and validation sets. Data from first quarter of 1960 to fourth quarter of 1984 are used as training set and data from first quarter of 1985 to fourth quarter of 1987 are used as validation set.

Step 3: A rough layout of the neural network is created by considering the number dependent lags for input and number of hidden layers.

Step 4: Training patterns are prepared for the training of neural network. In this experiment training pattern consists of current data, data at lag 1 and data at lag 4.

Step 5: Neural network is trained using the training patterns.

Step 6: Network is tested on validation sets by calculating the mean relative error of forecasting.

To determine the order of auto-regression for the dataset, PACF plot is drawn for the dataset and is shown in the Figure-4. The abscissa represents the lags and the ordinate represents the partial autocorrelation values for the corresponding lags. As the dataset is a quarterly dataset, the PACF plot shows a significant partial autocorrelation value at lag 1 and a seasonal partial autocorrelation value at lag 4. This indicates the current time series value is regressed upon its previous value and its previous seasonal value. Hence an NNNAR (1, 1) model is proposed for the forecasting of the time series.

By using the ‘forecast’ package of the ‘R’ statistical tool, the neural network model is trained with the data from the first quarter of 1960 to fourth quarter of 1984 with 1 hidden layer of 8 nodes and 50 iterations. The neural network is as shown in the Figure-5. The neural network accepts lag 1 value and lag 4 values of the time series as the input and produces the current value of the time series as output. Then forecasting is performed for the next three years using the developed NNNAR model. The forecast plot is as shown in the Figure-6. The blue portion of the plot shows the forecasted quarterly per capita disposable income. The forecast also shows a seasonal variation.

DISCUSSIONS

After forecasting for the next three years, the mean relative error (MRE) of forecasting is calculated by comparing the forecasted values with the actual values of the dataset.
Table-1. Forecast details of quarterly per capita disposable income.

<table>
<thead>
<tr>
<th>Year</th>
<th>Quarter</th>
<th>Actual value</th>
<th>Forecasted value</th>
<th>Relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985</td>
<td>Q1</td>
<td>3887.862</td>
<td>3817.769</td>
<td>0.018028</td>
</tr>
<tr>
<td>1985</td>
<td>Q2</td>
<td>3839.148</td>
<td>3836.403</td>
<td>0.000715</td>
</tr>
<tr>
<td>1985</td>
<td>Q3</td>
<td>3859.015</td>
<td>4332.733</td>
<td>0.122756</td>
</tr>
<tr>
<td>1985</td>
<td>Q4</td>
<td>4431.022</td>
<td>3843.586</td>
<td>0.132573</td>
</tr>
<tr>
<td>1986</td>
<td>Q1</td>
<td>4049.019</td>
<td>3882.153</td>
<td>0.041211</td>
</tr>
<tr>
<td>1986</td>
<td>Q2</td>
<td>4053.196</td>
<td>4332.654</td>
<td>0.068947</td>
</tr>
<tr>
<td>1986</td>
<td>Q3</td>
<td>4077.438</td>
<td>3865.482</td>
<td>0.051982</td>
</tr>
<tr>
<td>1986</td>
<td>Q4</td>
<td>4653.943</td>
<td>3922.238</td>
<td>0.157222</td>
</tr>
<tr>
<td>1987</td>
<td>Q1</td>
<td>4191.428</td>
<td>4328.445</td>
<td>0.032689</td>
</tr>
<tr>
<td>1987</td>
<td>Q2</td>
<td>4163.433</td>
<td>3884.251</td>
<td>0.067055</td>
</tr>
<tr>
<td>1987</td>
<td>Q3</td>
<td>4177.777</td>
<td>3957.276</td>
<td>0.052779</td>
</tr>
<tr>
<td>1987</td>
<td>Q4</td>
<td>4811.136</td>
<td>4321.003</td>
<td>0.101874</td>
</tr>
</tbody>
</table>

The MRE is calculated as 0.070652 which confirms the model as a good model for forecasting. The forecasting details are given in the Table-1.

ARIMA based prediction model for forecasting the per capita income is also designed by Sena and Nagwani (Sena and Nagwani, 2015) which gives a relative error of 0.0225 on the same dataset. It demonstrates that the ARIMA based time series model is most appropriate as compared to the model presented in this paper. It also shows that a non-linear model does not perform better as compared to ARIMA based model for non-stationary time series analysis. ARIMA can suitably be used for non-stationary time series by converting it to stationary time series and gives better results in forecasting as compared to the non-linear NNAR models.

CONCLUSIONS

In this work, a non-linear time series analysis technique, the neural network model is developed to forecast the quarterly seasonally unadjusted West German per capita disposable income. A satisfactory result of forecasting is obtained from the experiments with a mean relative error of 0.070652. The neural network model fits the non-linearity of the time series well with successive iterations. The comparative study of the presented work is also performed with the ARIMA model for forecasting of the per capita disposable income. The limitation of the NNAR model is to carefully select the number of iteration and the number of neurons in the hidden layer in order to avoid the problem of overfitting. The combinations of the NNAR model with other linear and non-linear model can also be explored in the future scope of this work.
Figure-5. NNAR(1,1) model architecture.

Figure-6. Forecast plot for quarterly per capita disposable income.
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