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ABSTRACT 

In the traditional authentication methods like passwords, smart cards etc., there is lack of security, hence to 

overcome this biometrics is used. In case of single modal biometric there is a chance of misuse and the accuracy is also 

less, hence to achieve good authentication accuracy and to improve security multimodal biometrics is used. The project 

work on ‘A Multimodal Biometric Recognition System Based on Decision Level Fusion for User Authentication’ was 
carried out using face, iris and fingerprint Databases. The features such as Gabor filter, GLCM (Gray Level Co-Occurrence 

Matrix), Affine Moment and LBP (Local Binary Patterns) were extracted from the face, iris and fingerprint respectively. 

The classification of face and iris images was performed using LDA (Linear Discriminant Analysis) and that of fingerprint 

images was performed using k-NN (k-Nearest Neighbor) from the features extracted. The performance of the classifier was 

evaluated using confusion matrix. From the evaluation the authentication accuracy of 97.5%, 98% and 99.3% were 

obtained for iris, fingerprint and face respectively. Also, the single biometrics were fused using decision level fusion based 

on majority logic function to achieve highest accuracy and an authentication accuracy of 99.6%  was  obtained after fusion. 

 
Keywords: authentication, decision level fusion, gray level co-occurrence matrix, fusion, multimodal biometric recognition. 

 

1. INTRODUCTION 

In present years, authentication based on 

biometric has been significant improvement in providing 

accuracy and reliability by offering good performance [1]. 

With a view to increase individual security, the 

government of India has introduced Adhaar which gives 

unique identity to each individual by using biometrics 

such as iris, face and fingerprint [2]. In current year’s 
biometric techniques plays a very important role in 

identifying the individuals. Using passwords, Personal 

Identification Numbers (PIN), smart cards etc. there is a 

chance of forgetting the passwords, stealing of smart cards 

and hacking of sensitive records by the malicious users 

hence to overcome this biometrics helps to identify the 

correct person, since the biometrics characteristics  cannot 

be stolen, misplaced or changed [3]. Biometrics with 

single modal has constraints like high error rate, noise; 

non-universality and uniqueness, hence by using 

multimodal biometric accuracy can be increased, while 

vulnerability to spoofing can be reduced. The important 

part in multimodal biometrics is the fusion of various 

biometrics. Image Fusion is the method of combining 

significant information from two or more images into a 

single image, the resultant image will be more informative 

than any of the input images.   

 

2. RELATED WORK 

In today’s world authentication plays a very 
important role in identifying the individual, hence 

biometrics plays a very important role in providing the 

security against malicious user who try to steal individual 

personal details. In this section the research carried out by 

various authors is reviewed for understanding the concepts 

of fusion techniques for providing authentication accuracy. 

The authors in [4, 5]
 
proposed a fusion technique; 

since the single modal biometric possesses many problems 

to overcome this multimodal biometric is used. The two 

single modal biometric traits iris and fingerprint are taken. 

The use of multi-modal biometrics produces higher 

performance then the single modal biometrics. The 

accuracy of iris is 97.5% and that of fingerprint is 96%. 

Fusion is carried out using fuzzy logic at decision level, 

the iris is weighted with 80% and fingerprint is weighted 

with 20%. The accuracy of the fused multimodal 

biometrics is 98.3%. Hence, the use of multimodal 

biometrics gives better results. The authors in [6]
 
proposed 

a facial feature extraction method based on FPD (Face Part 

Detection) and (GLCM) Gray Level Co-Occurrence 

Matrix. GLCM is used to extract texture features and FPD 

is based on bounding box method. The performance 

factors such as accuracy and execution time was 

measured. On comparison of the outcomes of the two 

algorithms it was observed that extracting the features 

using GLCM involved minimum execution time and it 

resulted in good performance accuracy when compared to 

the FPD. 

The author in 
7
proposed a feature level fusion for 

face and fingerprint. The features are first extracted from 

the individual biometrics. The feature from the face is 

extracted using scale invariant transform (SIFT) and the 

feature from the fingerprint is extracted is minutiae 

matching. The features are matched based on point pattern 

matching or Delaunay triangulation. The accuracy 

obtained with face feature extraction is 93.95% and that of 

fingerprint is 92.64%. The accuracy obtained after fusion 

is 98.51%. 
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3. METHODOLOGY 

This section describes the methodology of the 

proposed system. In the case of traditional authentication 

methods such as passwords, PIN (Personal Identification 

Number) and smart cards there is a chance of misuse by 

the fraudulent user and hence to provide security against 

the unauthorized user Biometrics plays a very important 

role in identifying the individual. Biometrics provides 

authentication by using the physiological characteristics 

and behavioural traits. In case of behavioural traits there is 

a chance of replicating the individual and the 

authentication accuracy is also less, hence to overcome 

this physiological characteristic is used. Physiological 

characteristics provides authentication by considering the 

physical characteristics of the individual. Even in the case 

of physiological characteristics there is a chance of 

misusing the data by using the fake fingerprints and photo 

of a face which reduces the authentication accuracy and 

hence to overcome this multimodal biometrics is used. The 

block diagram of the proposed system is shown in Figure-

1. 

 

 
 

Figure-1. Block diagram of the proposed system. 

 

3.1 Image acquisition 

Image acquisition is defined as the action of 

retrieving an image from the source. The biometric 

template can be present in Biometric device which is 

usually in the case of small or closed systems, database on 

central computer, plastic card or token (barcode, stripe, 

optical, smart card). The proposed system uses three 

biometrics i.e. face, iris and fingerprint multimodal 

biometrics was considered in order to increase the 

authentication accuracy, since the three biometrics were 

not available from the same database, hence it was 

acquired from different databases which is explained 

below: 

 

a) Face images are collected from the Faces94 database 

[8], the database contains images of 40 individuals 

(20 male subjects and 20 female subjects), out of 

which 20 individuals (10 male subjects and 10 female 

subjects) with 6 images from each individual was 

selected; hence a total of 120 images was selected. 

b) Iris images are collected from the UPOL database [9], 

the database contains images of 56 individuals with 6 

images of each individual (3 images of left iris and 3 

images of right iris), out of which 20 individuals with 

6 images per individual was selected; hence a total of 

120 images was selected. 

c) Fingerprint images are collected from FVC2002 

(Fingerprint Verification Competition 2002) database 

[10], the database contains images of 40 individuals 

with 10 images of each individual from which 20 

individual with 6 images per individual was selected, 

hence a total of 120 images. 

 

From the selected 120 images, 67% of images 

(80images) is taken in training database and 33 % of 

images (40 images) is taken in the testing database, that is 

out of 6 images, 4 images is taken in the training database 

and 2 images is taken in the testing database. 

 

3.2 Feature extraction 

Feature extraction is the process of transforming 

the large set of data to a reduced set, feature extraction 

specifies the reduction in the dimensionality. The feature 

that is extracted from the data contains specific 

information from the input data [11].  

 

3.2.1 Feature extraction using GLCM 

Statistical texture analysis deals with calculation 

of texture features from the statistical distribution of 

intensity that is specified at positions relative to the image. 

The texture features from the second order statistics is 

extracted using GLCM (Gray Level Co-occurrence 

Matrix) 
12

. GLCM is a N×N matrix that represents the 

relationship between two adjacent pixels, the reference 

and the neighbour pixels [13]. GLCM matrix formulation 

is explained in the Figure-2.  

 

 
 

Figure-2. Formulation of GLCM matrix. 

 

An 8×8 GLCM matrix will be created by default. 

The element at (1, 1) contains the value 1, because in the 

input matrix the values 1 (reference pixel) and 1 

(neighbour pixel) appears only once in the horizontal 

direction. Similarly the element at (1, 2) contains the value 

2, because in the input matrix the values 1 (reference 

pixel) and 2 (neighbour pixel) appear twice. Similarly the 

matrix is updated with the same procedure. 

The important features that is calculated from the 

GLCM matrix are described below:  

 

A. Energy/ Uniformity/Angular second 

moment: “Energy is defined as the sum of the square of 
the values in the GLCM”. If the energy is high or if the 



                                    VOL. 11, NO. 23, DECEMBER 2016                                                                                                     ISSN 1819-6608 

ARPN Journal of Engineering and Applied Sciences 
©2006-2016 Asian Research Publishing Network (ARPN). All rights reserved. 

 
www.arpnjournals.com 

 

 
                                                                                                                                             13858 

pixels are similar then the image has good homogeneity. 

The energy is calculated using the equation (1). 

ܧ  = ∑ ∑ �ሺݔ, ሻଶ௬௫ݕ                                                           (1) 

 

where x, y are the spatial coordinates of the function p (x, 

y). 

 

B. Correlation: “Correlation measures the linear 

dependency of grey levels of neighbouring pixels”. 
Correlation is calculated by using the equation (2). 

 C = ∑ ∑ ሺ௫,௬ሻ�ሺ௫,௬ሻ−µೣµ೤�ೣ�೤௬௫                                                 (2) 

 

whereµ୶ and µ୷is the mean and σ୶ and σ୷ is the variance 

 

C. Contrast: “Contrast is the measure of 

intensity of the pixel and its neighbour”. The contrast is 
calculated using the equation (3) 

 

 ܵ = −∑ ∑ �ሺݔ, ሻݕ ∗ logp ሺݔ, ሻ௬௫ݕ                                    (3) 

 

D. Homogeneity: “Homogeneity measures the 

closeness of the distribution of elements in the GLCM to 

the GLCM diagonal” and it is calculated using the 
equation (4). 

 H = ∑ ∑ ଵଵ+ሺ௫−௬ሻమ௬௫ �ሺݔ,  ሻ                                             (4)ݕ

 

3.2.2. Affine moments  

Moment functions for an image are used as shape 

descriptors. The first moment invariant was introduced by 

Hu [14], which is based on algebraic invariants. The Hu 

moments are invariant to rotation, scale and translation but 

not to affine transformation, hence to overcome this affine 

moment is introduced [14]. Affine moment finds its 

application in computer vision [15] and pattern recognition 

[15]. The geometric transforms is decomposed from affine 

transform. Since affine moments are invariant to linear 

transformations they are very useful in extracting features 

from an image. [15]. In order to compute affine moments, 

geometric moment and centroid of the images have to be 

computed which is explained in the following section. 

 

A.  Computation of geometric moments 

Geometric moments for image intensity function 

f(x,y)of order (p+q) is given by equation (5). 

 m୮୯ = ∫ ∫ x୮y୯fሺx, yሻdxdy∞−∞∞−∞                                      (5) 

with p,q≥0 . 
 

B.  Centroid and central moment of an image 

Moment invariant doesn’t change under the group 
of transformations. The effect of elimination of 

transformation is known as image normalization. 

Normalization to translation can be achieved by shifting 

the image centroid ሺ̂ݔ,  ሻ coincides with the origin of theݕ̂

coordinate system [15]. The centroid of the image is given 

by equation (6) and equation (7), 

 x̂ = ୫భబ୫బబ                                                                             (6) 

 ŷ = ୫బభ୫బబ                                                                             (7) 

 

The central moments of the image is given by 

equation (8), 

 µ୮୯ = ∫ ∫ ሺx − x̂ሻ୮ሺy − ŷሻ୯fሺx, yሻdxdy∞−∞∞−∞                    (8) 

 

The affine moments invariants are computed 

using the Table-1. 

 

Table-1. Affine moments invariants. 
 

I1 
ͳµ଴଴ସ ሺµଶ଴µ଴ଶ − µଵଵଶ ሻ 

I2 
ͳµ଴଴ଵ଴ ሺµଷ଴ଶ µ଴ଷଶ − ͸µଷ଴µଶଵµଵଶµ଴ଷ + Ͷµଷ଴µଵଶଷ + Ͷµ଴ଷµଶଵଷ − ͵µଶଵଶ µଵଶଶ ሻ 

I3 
ͳµ଴଴ଵ଴ (µଶ଴ሺµଶଵµ଴ଷ − µଵଶଶ ሻ) − µଵଵሺµଷ଴µ଴ଷ − µଶଵµଵଶሻ + µ଴ଶሺµଷ଴µଵଶ − µଶଵଶ ሻሻ 

I4 

ͳµ଴଴ଵଵ ሺµଶ଴ଷ µ଴ଷଶ − ͸µଶ଴ଶ µଵଵµଵଶµ଴ଷ − ͸µଶ଴ଶ µଶଵµ଴ଶµ଴ଷ + ͻµଶ଴ଶ µ଴ଶµଵଶଶ + ͳʹµଶ଴µଵଵଶ µ଴ଷµଶଵ+ ͸µଶ଴µଵଵµ଴ଶµଷ଴µ଴ଷ − ͳͺµଶ଴µଵଵµ଴ଶµଶଵµଵଶ − ͺµଵଵଷ µ଴ଷµଷ଴͸µଶ଴µ଴ଶଶ µଷ଴µଵଶ+ ͻµଶ଴µ଴ଶଶ µଶଵଶ + ͳʹµଵଵଶ µ଴ଶµଷ଴µଵଶ − ͸µଵଵଶ µ଴ଶଶ µଷ଴µଶଵ + µ଴ଶଶ µଷ଴ଶ ሻ 

I5 
ͳµ଴଴଺ ሺµସ଴µ଴ସ − Ͷµଷଵµଵଷ + ͵µଶଶଶ ሻ 

I6 
ͳµ଴଴ଽ ሺµସ଴µ଴ସµଶଶ + ʹµଷଵµଶଶµଵଷ − µସ଴µଵଷଶ − µ଴ସµଷଵଶ − µଶଶଷ ሻ 

I7 
ͳµ଴଴଻ ሺµଶ଴ଶ µ଴ସସ µଶ଴µଵଵµଵଷ + ʹµଶ଴µ଴ଶµଶଶ + Ͷµଵଵଶ µଶଶସ µଵଵµ଴ଶµଷଵ + µ଴ଶଶ µସ଴ሻ 
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3.2.3 Gabor filter 

Gabor filter is used to extract the texture features 

from an image [16]. A Gabor filter is obtained by 

modulating a sinusoid with a Gaussian. In case of one 

dimensional signal, a 1D sinusoid is modulated with a 

Gaussian. In the case of two dimensional signals such as 

images, a 2D sinusoid is modulated with a Gaussian [16]. 

2-D Gabor filter in the spatial domain is given by the 

equation (9) 

 Gሺx, y, θ, u, σሻ = ͳʹПσଶ exp {−xଶ + yଶʹσଶ } exp{ʹПiሺuxcosθ + uysinθሻ}          ሺͻሻ 
 

Where � the orientation function, σ is the 
standard deviation 

The features can be extracted using a set of Gabor 

filters [16]. The 2-D Gabor in the discrete domain is given 

by equations (10) and (11). 

 Gୡ[i, j] = Be−(୧మ+୨మ)ଶσమ cos(ʹПfሺicosθ + jsinθሻ)                ሺͳͲሻ 

 Gୱ[i, j] = Ce−(౟మ+ౠమ)మσమ sin(ʹПfሺicosθ + jsinθሻ)                 (11) 

 

where B and C are normalizing factor, f specifies the 

frequency 

 

3.2.4. LBP features 

Local Binary Pattern (LBP) is a type of visual 

descriptor that is used for classification in computer 

vision. It is a dominant feature for texture classification 

[17]. LBP thresholds the 3×3-neighborhood and labels the 

pixels of an image with its center values [17] and the result 

is converted and represented into binary number which is 

represented by equation (12). 

 LBP୮,୰ = ∑ s(x୰,୬ − x଴,଴)ʹ୬, sሺxሻ = {ଵ,୶≥଴଴,୶<଴୮−ଵ୬=଴              (12) 

 

LBP operator has two extensions. First is that 

LBP with different size of neighbourhood, in this it is able 

to operate on texture with different scales. The second is 

uniform patterns, if there is a one 0-1 and one 1-0 

transitions then the LBP is uniform, when (8, 1) 

neighbourhood is used, it accounts for 90% bit less and 

about 70% in the case of (16, 2) neighbourhood. 

Interpolation is used when the gray values are not present 

in the pixel position 
18

. For an image I of size N×M, the 

histogram h of length for a texture image is given by 

equation (13). 

 hሺkሻ = ∑ ∑ δሺLBP୮,୰ሺi, jሻ − kሻ୑୨=ଵ୒୧=ଵ                              (13) 

 

where LBPp,r(i,j) identified pattern of each pixel (i,j) 

0 ≤ k ≤K-1 and K=2
P 

is the number of LBP codes. 

 

3.3 Classifier 

Classifier maps the feature space to a label, 

classifier plots the training data in the multidimensional 

space and then it plots the testing data into the same and 

performs comparison of the data points between testing 

and training to determine the correct class for each 

individual [18]. Accuracy of the classifier is calculated by 

determining its performance on a known set of objects 
19

.In this section K-NN and LDA classifier is explained. 

 

3.3.1 k-Nearest neighbour 

k-NN classifier is a non-parametric 

discrimination technique [20]. Classification is done by 

defining the comparison by finding the distance between 

the objects in the training data, k-NN algorithm finds the 

k-nearest neighbours of the test sample in the training data. 

[21] The important learning task performed by k-NN is to 

determine the two factors: they are the number of 

neighbours denoted as ‘k’ and the distance metric denoted 

as ‘d’. Appropriate value of k can be selected by changing 

different values and loading the results in a separate test 

set. When the value of k is fixed, then there is variation of 

size of neighbourhood. If the value of k is small, then the 

variation in the neighbourhood size is small and hence the 

classification is done using few data points, hence in the 

classifier in unbalanced. If the value of the k is very large 

then there is deviation of neighbourhood and the real class 

[20]. Let T be the training sample, then the test sample 

will be assigned to the majority class of k-samples which 

is given by the equation (14). 

 T = {(x୧, c୨; i = ͳ, … … , N)}                                          (14) 

 

where ௝ܿ represents the label of the class. 

k-NN algorithm determines the distance between 

the test sample (x) and the elements in the training set and 

determines the k-nearest neighbour which is given by the 

equation (15). 

 dሺx, x୩ሻ = min ሺdሺx, x୧ሻሻ                                               (15) 

 

The predicted class ܿ̂ = ܿ௞ represents the 

majority class identified by the k-nearest neighbor. The 

decision rule of the classifier is to assign the label to the 

test sample given by the equation (16). 

 ĉ = arg maxୡ ∑ IሺV = classሺ(c୨)ሻ୨                                 (16) 

 

3.3.2 Linear Discriminant Analysis (LDA) 

Classification is used to place an object into one 

class based on its characteristics. If the data in the test set 

is properly classified then the classifier has high accuracy 
21

. If the data in the test set is misclassified then the 

classifier is not a correct model [21]. LDA is a supervised 

technique which is used for classification and 

dimensionality reduction. In LDA the implementation 

requires all the samples to be available in advance [22].  

LDA involves the following mathematical steps, 

a) The data sets and the test sets are formulated, 

which is calculated in the original space. The data sets is 

represented by a matrix consisting of features which is 

given by the equation (17) 

https://en.wikipedia.org/wiki/Visual_descriptor
https://en.wikipedia.org/wiki/Visual_descriptor
https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Computer_vision
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set ͳ = [  
 ܽଵଵ ܽଵଶܽଶଵ ܽଶଶ⋯ ⋯⋯ ⋯ܽ�ଵ ܽ�ଶ]  

 &set ʹ = [   
 ܾଵଵ ܾଵଶܾଶଵ ܽଶଶ⋯ ⋯⋯ ⋯ܾ�ଵ ܾ�ଶ]  

  
                  (17) 

 

b) Let µଵandµଶ be the mean of set 1 and set 2 

respectively and µଷ represent the mean of the entire data, 

then the mean of the entire data is given by equation (18) 

 µଷ = �ଵµଵ + �ଶµଶ                                                          (18) 

 

where �ଵ and  �ଶ are the probabilities of the classes. 

 

c) After the calculation of mean of the entire data, 

scatter matrix is computed by using the equation (19) 

 S୵ = ∑ p୨(cov୨)୨                                                             

(19) 

 

d) The covariance matrix is computed using the 

equation (20) 

  cov୨ = (x୨ − µ୨)(x୨ − µ୨)T
                                           (20) 

 

e) The between class scatter is computed using 

equation (21) 

 Sୠ = ∑ (µ୨ − µଷ) × (µ୨ − µଷ)T୨                                      (21) 

 

f) The optimizing factor for class dependent type is 

calculated by using equation (22)  

 

 crirerion୨ = inv(cov୨) × Sୠ                                          (22) 

 

g) The optimizing factor for class independent 

type is calculated by using equation (23)  

 criterion = invሺS୵ሻ × Sୠ                                              

(23) 

 

3.4. Confusion matrix 

Confusion matrix is a table layout, which 

visualizes the performance of an algorithm. In the 

confusion matrix the column specifies predicted classes 

and the row specifies the actual classes, this matrix is used 

to determine how one class is confused with the other 

classes [23]. It is also known contingency table [24]. It is 

the standard representation of output in the classification 

[25]. It is an N×N matrix where N specifies the number of 

labels (classes), the performance of the matrix is evaluated 

by using the data in the matrix. If the diagonal entries are 

correctly classified then the accuracy is 100%. Table 2 

specifies the confusion matrix for a two class classifier. 

 

 

 

 

Table-2. Confusion matrix for a two-class classifier. 
 

 Predicted class 

Actual Class 
a b 

c d 

 

a) a is the correct predictions that the instance is 

negative. 

b) b is the incorrect predictions that the instance is 

positive. 

c) c is the incorrect predictions that the instance is 

negative. 

d) d is the correct predictions that an instance is positive. 

The terms defined for a performance evaluation 

of a 2 class matrix are as follows [24]: 

 

A) Accuracy (AC): Accuracy is the ratio that the 

number of predictions is correct accuracy is given by the 

equation (24). 

 AC = ௔+ௗ௔+௕+௖+ௗ                                                                (24) 

 

B) True positive rate or Recall (TP): Recall is 

the ratio of positive cases that were correctly identified; 

true positive is calculated using the equation (25). 

 ܶ� = ௗ௖+ௗ                                                                        (25) 

 

C) False Positive Rate (FP): False positive rate 

is the ratio of negative cases that were incorrectly 

classified as positive; it is calculated using the equation 

(26).  

�ܨ  = ௕௔+௕                                                                        (26) 

 

D) True negative rate (TN): True negative is 

ratio of negative cases that were correctly classified; true 

negative is calculated using the equation (27). 

 ܶ� = ௔௔+௕                                                                       (27) 

 

E)  False Negative Rate (FP): False negative 

rate is the ratio of negative cases that were incorrectly 

classified as negative; it is calculated using the equation 

(28).  

�ܨ  = ௖௖+ௗ                                                                       (28) 

 

3.5 Decision level fusion 

Image Fusion is the method of combining 

significant information from two or more images into a 

single image, the resultant image is more informative than 

the input images. Decision level fusion is performed at 

decision level when the decisions are available by the 

individual matcher [26]. Decision level is based on binary 

hypothesis, it is based on the threshold i.e. the decision is 
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considering the presence or absence of the individual 

which is denoted as 1 and 0 respectively [27]. The 

biometric verification has two problems they are, firstly 

hypotheses are H0: Score(s) indicates an authorization, 

secondly H1: Score(s) indicates an un-authorized user.  

Decision level fusion can be implemented by 

using the rules like “AND” or “OR”, majority logic 
function. The rules provide the information regarding 

whether the user is authenticated or unauthenticated. The 

authors in [28]
 
proposed majority logic function rule. The 

author in [29]
 
proposed AND/ OR rules for deciding the 

decision. Majority logic is the frequently used approach, 

the input sample is given the identity in which majority of 

the matchers are approved. AND & OR rules are used 

infrequently, because as they combine two different 

matchers, and also these two methods degrades the 

performance. The major advantage of the majority logic 

method is that neither it requires previous information 

about the matcher nor the training is required for final 

decision making. In the proposed method three biometrics 

are used and hence to fuse the biometrics in the decision 

level, Majority logic is used, truth table of majority logic 

is shown in Table-3. 

 

Table-3. Truth table of majority logic. 
 

x y z F(x,y,z) 

0 0 0 0 

0 0 1 0 

0 1 0 0 

0 1 1 1 

1 0 0 0 

1 0 1 1 

1 1 0 1 

1 1 1 1 

 

4. RESULTS AND DISCUSSIONS 

The proposed work uses three biometrics i.e., 

face fingerprint and iris, to overcome the limitation of 

single modal biometric. In this work multimodal 

biometrics are considered, hence fusion is accomplished in 

order to increase the authentication accuracy. The features 

are extracted for each individual biometric and accuracy is 

calculated for each individual. Later in order to increase 

the authentication accuracy, fusion is performed at 

decision level using majority logic. The experiment was 

carried out using MATLAB version R2013a. 

Fingerprint images are acquired from the 

FVC2002 database. The database contained images of 40 

individual with 8 images per each individual. Among the 

40 individuals, 20 individual was selected with 6 images 

per each individual, from the selected 120 images a matrix 

of 1×120 is created by labelling the 20 individuals such 

that the first 6 images represents the fingerprints of first 

individual and the next 6 images represent the fingerprint 

of the second individual etc. the similar labelling method 

was done for 20 individuals and a new database for 

fingerprint images was created. Training and testing 

database was created by taking the first 4 images in the 

training database and the next 2 images in the testing 

database, hence a training database with 80 images (4 

images of 20 individuals) and a testing database with 40 

images (2 images of 20 individuals) was created.  

After the training and testing database creation, feature 

extraction was performed. The features for the images in 

the training database was extracted using LBP (Local 

Binary Patterns) which extracts the texture features from 

the fingerprint images and after the feature extraction the 

feature vector is stored, similar approach is carried out for 

the images in the testing database. After the feature 

extraction classification is performed. The features 

extracted from the training database are used to train the 

classifier and the features extracted from the testing 

database are used to test the classifier. The classification is 

performed using k-NN (k-Nearest Neighbour). The values 

of k was varied to get the highest accuracy and at k =4 

maximum accuracy was obtained. The output obtained 

using k -NN classifier is shown in Figure-3. 

 

 
 

Figure-3. Classification of fingerprint images using 

k-NN classifier. 

 

The Figure shows the classification of 20 

individual with 2 images per each individual in the testing 

database. From the Figure it is observed that 13 

individuals are misclassified belonging to other class 

which is highlighted as shown in the Figure. Hence, the 

authentication accuracy is calculated by using confusion 

matrix as shown in Figure-4. 
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Figure-4. Confusion matrix for calculating the 

authentication accuracy of fingerprint. 

 

The diagonal values specify that the classes are 

correctly classified, the value other than diagonal specifies 

the misclassification, and the accuracy is calculated, which 

is the ratio of sum of diagonal elements to the total number 

of individuals, accuracy for fingerprint images is given by 

equation (29). 

 Accuracy = ଻଼ସ଼଴଴ = ͻͺ%                                                 (29) 

 

Face images are acquired from the Faces94 

database. The database contains images of 40 individual 

with 20 images per each individual. From the 40 

individuals available in the database, 20 individual was 

selected with 6 images per each individual. Creation of 

training and testing database is similar to that was 

followed for the fingerprint images. After the creation of 

training and testing database, feature extraction was 

performed. The features for the images in the training 

database are extracted using Gabor filter which extracts 

the texture features from the face images and after the 

feature extraction the feature vector is stored, similar 

approach is carried out for the images in the testing 

database. After the feature extraction classification is 

performed. The features extracted from the training 

database are used to train the classifier and the features 

extracted from the testing database are used to test the 

classifier. LDA is used for classification; the classifier 

classifies the images in the testing database to one of the 

classes in the training database. Similarly the 

authentication accuracy is calculated using the confusion 

matrix which is given by the equation (30). 

 Accuracy = ଻ଽହ଼଴଴ = ͻͻ.͵%                                              (30) 

 

Iris images are acquired from the UPOL database. 

The database contains images of 56 individual with 6 

images per each individual. From the 56 individuals 

available in the database, 20 individual with 6 images per 

individual was selected. Training and testing database was 

created in a similar way which was done for fingerprint. 

The features for the images in the training database are 

extracted using GLCM and affine moments that is used to 

extract the texture and shape features from the iris images 

and after the feature extraction the feature vector is stored, 

similar approach is carried out for the images in the testing 

database. After the feature extraction, classification is 

performed. The features extracted from the training 

database are used to train the classifier and the features 

extracted from the testing database are used to test the 

classifier. LDA is used for classification; the classifier 

classifies the images in the testing database to one of the 

classes in the training database. Similarly the 

authentication accuracy is calculated using the confusion 

matrix as it was done for fingerprint, which is given by 

equation (31). 

 Accuracy = ଻଼଴଼଴଴ = ͻ͹.ͷ%                                              (31) 

 

Table-4. Specify the performance evaluation of 

individual biometrics which is calculated using the values 

in the confusion matrix. 

 

Table-4. Performance evaluation of biometrics. 
 

Terms for performance 

evaluation 
Face Fingerprint Iris 

Accuracy(%) 99.3% 98 % 97.5% 

True positive rate 1 0.80 0.75 

False positive rate 0.065 0.0130 0.0143 

True negative rate 0.99 0.94 0.99 

False negative rate 0 0.21 0.25 
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Figure-5. Shows the plot of true positive rate of each 

individual biometric, if the value of true positive is closer 

to one it specifies the better performance.  

 

 
 

Figure-5. True positive rate for single modal biometrics. 

 

Figure-6 shows the plot of false positive rate of 

each individual biometric, if the value of false positive is 

closer to zero it specifies the better performance. 

 

 
 

Figure-6. False positive rate for single modal biometrics. 

 

Figure-7 shows the plot of true negative rate of 

each individual biometric, if the value of true negative is 

closer to one it specifies the better performance. 

 

 
 

Figure-7. True negative rate for single modal biometrics. 

 

Figure-8 shows the plot of false negative rate of 

each individual biometric, if the value of false positive is 

closer to zero it specifies the better performance. 

 

 
 

Figure-8. False negative rate for single modal biometrics. 

 

The feature from each biometric is extracted and 

individual authentication accuracy is calculated. Decision 

level fusion is done using majority logic, since three single 

modal biometrics (Face, Fingerprint and Iris) are 

considered; fusion is performed using majority logic. If the 

person is correctly classified then the decision is 

represented by logic-1 else logic-0, the Decision Level 

Fusion using Majority Logic Function is given in Table-5. 

 

Table-5. Decision level fusion using majority logic 

function. 
 

S. No. Face Iris 
Finger 

print 

Majority 

logic 

1 0 0 0 0 

2 0 0 1 0 

3 0 1 0 0 

4 0 1 1 1 

5 1 0 0 0 

6 1 0 1 1 

7 1 1 0 1 

8 1 1 1 1 

 

 Based on the values specified in the table, the 

individual is identified as authenticated and 

unauthenticated. The decision of 40 images taken in the 

testing database falls within any one of the combination 

specified in the table, since for 3 biometrics the number of 

combination is 2
3
. Figure-9 shows the comparison of 

accuracy of individual biometrics and fusion using 

majority logic function. From the Figure it is clear that the 

authentication accuracy has been increased by using 

decision level fusion which resulted in an accuracy of 

99.6% which is obtained by using the confusion matrix. 

Hence by using fusion authentication accuracy can be 

increased. 
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Figure-9. Comparison of accuracy of each biometric and 

the fusion using majority logic. 

 

5. CONCLUSIONS 

 In order to overcome the limitations of single 

modal biometric, multimodal biometric is used. In the 

proposed work face, iris and fingerprint images were 

considered. The feature from each individual was 

extracted, the features from face, iris and fingerprint were 

extracted using Gabor filter, GLCM and affine moments 

and LBP features extraction algorithm respectively. The 

authentication accuracy obtained is 97.5%, 97.8%, and 

99.3% for iris, fingerprint and face respectively. Fusion 

was done at decision level; majority logic was used since 

three biometric was considered. The main advantage of the 

proposed work is that the accuracy obtained after fusion is 

99.6% which is high when compared to the accuracy that 

was obtained by the other researches which was reviewed 

in the literature and also three biometrics was used in the 

proposed work where others have carried out using two 

biometrics. The main application of the proposed work is 

that it is used in Adhaar authentication. 
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