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ABSTRACT  

Training neural networks particularly back propagation algorithm is a complex task of great importance in the 

field of supervised learning. One of the nature inspired meta-heuristic Bat algorithm is becoming a popular method in 

solving many complex optimization problems. Thus, this study investigates the use of Bat algorithm along with back-

propagation neural network (BPNN) algorithm in-order to gain optimal weights to solve the local minima problem and also 

to enhance the convergence rate. This study intends to show the superiority (time performance and quality of solution) of 

the proposed meta-heuristic Bat-BP algorithm over other more standard neural network training algorithms. The 

performance of the proposed Bat-BP algorithm is then compared with Artificial Bee Colony using BPNN (ABC-BP), 

Artificial Bee Colony using Levenberg-Marquardt (ABC-LM) and BPNN algorithm. Classification datasets from UCI 

machine learning repository are used to train the network. The simulation results show that the efficiency of BPNN training 

process is highly enhanced when combined with BAT algorithm. 

 
Keywords: back propagation neural network, bat search, local minima, meta-heuristic optimization, hybrid neural networks. 

 

INTRODUCTION 

Artificial Neural Networks (ANN) are analytical 

techniques modelled on the neurological functions of the 

brain. It is also learn about processes of human cognitive 

system. ANNs consists of Artificial Neurons which is a 

small processing unit and are able to do works by 

processing information like biological neurons in the 

brain. The ANN is capable of machine learning, pattern 

recognition, optimization and others. Due to that, it can be 

trained to perform complex calculations [1]. 

ANN has the ability that it can be trained to store, 

recognize, estimate and adapt to new patterns without 

having the prior information of the function it receives has 

made ANN superior to the conventional methods used in 

the past. Due to its learning and adaptation ability, it has 

been widely used in the engineering fields such as 

biological modelling, decision modelling, control system, 

health and medicine etc [2-5]. In Artificial Neural 

Network (ANN), each node in a layer is connected to each 

other node in the adjacent layer. It is due to the behavior of 

ANN that consists of an input layer, hidden layers and also 

output layer of neurons. Meanwhile, Back-Propagation 

Neural Network (BPNN) algorithm known as the oldest 

supervised learning multilayer feed-forward ANN 

proposed by Rumelhart, Hinton, and Williams [6]. BPNN 

is highly suitable for problems where there are no 

relationships found between the output and inputs since its 

ability back-propagate. Thus, the flexibility and learning 

capabilities has made BPNN to be used in various range of 

applications [7]. Despite its high flexibility and learning 

capabilities, BPNN also has some limitations. Careful 

selection of parameters such as network topology, initial 

weights and biases, value of learning rate, activation 

function, and value for the gain in the activation function 

is required since it implement gradient descent learning 

rule. An improper choice of these parameters can lead to 

slow network convergence or network stagnancy. 

Regarding of these limitations problems, previous 

researchers have suggested some modifications to enhance 

and improve the training time of the network. Some of the 

variations suggested are the use of learning rate and also 

momentum to stop the network stagnancy and to speed up 

the network convergence. These two parameters are 

frequently used in order to control the adjustments of the 

weight along the steepest descent and control the 

oscillations [8-10]. In recent years, various new techniques 

have been proposed to train ANN and also to improve the 

weakness of gradient-based techniques. Some of the 

algorithms include global search techniques such as 

artificial bee colony back-propagation (ABC-BP) 

algorithm [11-12], genetic algorithm (GA) [13], hybrid 

PSO-BP [14], and evolutionary artificial neural networks 

algorithm (EA) [15]. However, these algorithms still not 

overcome the problem of local minima. Hence, in order to 

improve the local minima in BPNN convergence and also 

to gain precision, this paper proposes a new Bat-Based 

back-propagation (BAT-BP) algorithm which apply Bat 

algorithm [16] with BPNN in order to find the optimal 

weights in BPNN training process [6-10]. The proposed 

Bat-BP algorithm is used to train on datasets from the UCI 

machine learning repository. 

The remaining paper is organized as follows: 

Section 2 explains Bat Search algorithm. Section 3 

discusses the weight update process in the proposed Bat-

BP algorithm. Simulation results are discussed in Section 

4 and finally the paper is concluded in the Section 5. 

 

THE PROPOSED BAT-BP ALGORITHM 

Bat is a metaheuristic optimization algorithm 

developed by Xin-She Yang in 2010 [18]. Bat algorithm is 

based on the echolocation behavior of microbats with 

varying pulse rates of emission and loudness. In the 
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proposed BAT-BP algorithm [10], each position represents 

a possible solution (i.e., the weight space and the 

corresponding biases for BPNN optimization in this 

paper). The weight optimization problem and the position 

of a food source represent the quality of the solution. In 

the first epoch, the best weights and biases are initialized 

with BAT and then those weights are passed on to the 

BPNN where momentum coefficient, � is appended. The 

weights in BPNN are calculated and compared in the 

reverse cycle. The BAT will continue searching the best 

weights until the last cycle/ epoch of the network is 

reached or either the MSE is achieved. The pseudo code 

for the Bat-BP is given as; 

1. Initialize Bat population size and BPNN Structure  

2. Load the training data 

3. While MSE<stopping criteria 

4. Pass the cuckoo nests as weights to network 

5. Feed forward network runs using the weights 

initialized with Bat 

6. The sensitivity of one layer is calculated from its 

previous one  

and the calculation of the sensitivity starts from the 

last layer of the network and move backwards. 

7. Update weights and bias in the network 

8. Calculate the error in the network 

9. Minimize the error by adjusting network parameters 

using Bat 

10. Generate Bat Preys (xj) by selecting random target 

preys �. �. �௜ = �௝ 
11. Evaluate the fitness of the prey, Chose a random prey  i 
If 

a. �௝ > �௜     Then 

b. �௜ ← �௝ 
c. �௜ ← �௝ 

End if 

12. Bat keeps on calculating the best possible weight at 

each epoch until the network is converged.  

13. End While 

RESULTS AND DISCUSSIONS 

The workstation used for experimentation was 

equipped with a 2.5GHz Core-i5 processor and 4-GB of 

RAM. The simulations are carried-out using MATLAB 

2010 software on three classification datasets such as 

breast cancer [17], diabetes [18] and glass [19]. The 

following algorithms are analyzed and simulated on the 

datasets; 

 

1. Back Propagation Neural Network (BPNN) algorithm 

2. Artificial Bee Colony with Back-Propagation (ABC-

BP) algorithm 

3. Artificial Bee Colony with Levenberg Marquardt 

(ABC-LM) algorithm and 

4. The proposed Bat based Back-Propagation (BAT-BP) 

algorithm 

 

Breast cancer classification dataset 

This problem tries to diagnosis breast cancer by 

trying to classify a tumor as either benign or malignant 

based from continuous clinical trials [17]. The selected 

network architecture is used for the breast cancer 

classification problem is consists of 9 inputs nodes, 5 

hidden nodes and 2 output nodes. 

 

Table-1. CPU time, Epochs, MSE, accuracy for breast 

cancer dataset. 
 

Algorithm BPNN ABC-BP ABC-LM Bat-BP 

CPU Time 95.46 1482.9 1880.64 345.42 

Epochs 1000 1000 1000 1000 

MSE 0.271 0.184 0.0139 0.0219 

Accuracy 

(%) 
90.71 92.02 93.831 97.81 

 

In the Table-1, it is clearly seen that proposed 

BAT-BP algorithm converged within 100 epoch and 

345.42 CPU cycles. Meanwhile, ABC-BP is seen 

converging within 1482.9 CPU cycles and in 150 epochs. 

Whereas, ABC-LM converges within 1880.64 CPU cycles 

and 1000 epochs. The proposed BAT-BP has the higher 

accuracy than all algorithms except ABC-LM which is 

giving slightly better mean squared error (MSE) than Bat-

BP. 

 

Pima Indian diabetes dataset 

Taken from UCI Machine learning Repository, 

this dataset consists of 768 examples, 8 inputs and 2 

outputs and contains all the information of the chemical 

change in a female body whose disparity can cause 

diabetes [18]. The feed forward network topology for this 

network is set to 8-5-2. 

 

Table-2. CPU time, Epochs, MSE, accuracy for 

diabetes dataset. 
 

Algorithm BPNN ABC-BP ABC-LM Bat-BP 

CPU Time 57.05 4257 2805.09 532.17 

Epochs 1000 1000 1000 1000 

MSE 0.269 0.201 0.141 0.0093 

Accuracy 

(%) 
84.94 91.468 65.098 99.07 
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For the Bat-BP, ABC-LM, ABC-BP and BPNN, 

Table-2 shows the CPU time, epochs and the MSE for the 

Diabetes Classification dataset test problem. As can be 

seen clearly from the Table-2, the proposed Bat-BP has 

the highest accuracy and converges within 1000 epoch. 

Bat-BP converged to global minima with an MSE of 

0.0093 and within 532.17 CPU cycles showing the best 

performance among the other three algorithms.  

 

Glass classification dataset  

The Glass dataset is also taken from UCI 

repository. This dataset has 214 instances [19]. The 

selected feed forward network architecture for this 

network is set to 9 inputs, 5 hidden and 6 outputs layers. 

 

Table-3. CPU time, Epochs, MSE, accuracy for 

glass dataset. 
 

Algorithm BPNN ABC-BP ABC-LM Bat-BP 

CPU Time 32.73 1715.9 1336.19 268.60 

Epochs 1000 1000 1000 1000 

MSE 0.364 0.0258 0.005 0.0048 

Accuracy 

(%) 
94.04 91.365 93.96 99.52 

 

It can also be noted from the Table-3 that ABC-

BP has the least accuracy and also take 1715.9 CPU cycles 

to complete in the 1000 epochs. While, ABC-LM took the 

highest CPU time which is 1336.19 in order to complete in 

1000 epochs with an average accuracy of 93.96 and 0.005 

MSE. BPNN shows the fastest CPU cycle that is 32.73 but 

a bigger MSE, i.e. 0.364. In Table-3, we can see that Bat-

BP is converging with a smaller 0.0048 MSE and 50 

epochs along with a mere 268.60 CPU cycles.  

 

CONCLUSIONS 

As a popular and most widely used algorithm, 

BPNN is known to be able to train Artificial Neural 

Networks (ANN) successfully. However, BPNN 

algorithms have some limitations; such as getting stuck in 

local minima and slow convergence rate. In this paper, 

Bat-BP algorithm is proposed to train BPNN in order to 

achieve fast convergence rate and enhanced accuracy. The 

performance of Bat-BP algorithm is then compared with 

the ABC-CP, ABC-LM, and also BPNN algorithms. The 

performance of the proposed Bat-BP is verified by means 

of simulations on Breast Cancer (Wisconsin) 

Classification, Diabetes, and Glass datasets are used 

respectively. The simulation results show that the 

proposed Bat-BP shows high accuracy for all dataset. 
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