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ABSTRACT 

Analytics often involves studying past historical data to research potential trends. Weather condition is the state of 
atmosphere at a given time in terms of weather variables like rainfall, cloud conditions, temperature, etc., the existing 
models use data mining techniques to predict the rainfall. The main disadvantage of these systems is that it doesn’t provide 
an estimate of the predicted rainfall. The system calculates average of values and understand the state of atmosphere, which 
doesn’t yield estimate results. This paper represents a mathematical method called Linear Regression to predict the rainfall 
in various districts in southern states of India. The Linear Regression method is modified in order to obtain the most 
optimum error percentage by iterating and adding some percentage of error to the input values. This method provides an 
estimate of rainfall using different atmospheric parameters like average temperature and cloud cover to predict the rainfall. 
The linear regression is applied on the set of data and the coefficients are used to predict the rainfall based on the 
corresponding values of the parameters. The main advantage of this model is that this model estimates the rainfall based on 
the previous correlation between the different atmospheric parameters. Thus, an estimate value of what the rainfall could 
be at a given time period and place can be found easily. 
 
Keywords: rainfall prediction, linear regression. 
 
1. INTRODUCTION 

The application of science and technology that 
predicts the state of atmosphere at any given particular 
time period is known as Weather forecasting. There is a 
many different methods to weather forecast. Weather 
forecast notices are important because they can be used to 
prevent destruction of life and environment. The weather 
forecasting methods used in the ancient time usually 
implied pattern recognition i.e., they usually rely on 
observing patterns of events. For example, it is found that 
the following day has brought fair weather; if the 
preceding day sunset is particularly red. However, all of 
the predictions prove not to be reliable. Here in this 
system we used parameters like average temperature, 
cloud cover to predict the rainfall. The data set of 100 
years is taken for this project and the implemented using 
Numerical methods. Weather forecasting system uses 
atmospheric parameters like humidity, wind and 
temperature and forecast weather based on preceding 
record, thus, this forecasting is more reliable. There are 
many application that this system be used such as Air 
Traffic, Agriculture, Marine, Forestry, Navy, and Military 
etc.  The training of the data is done using a modified 
version of linear regression method. The error percentage 
between the actual and predicted is used to improve the 
training set and train the data with the new inputs Thus, 
with the advantages this method, we can forecast the 
outcomes till there is no further improvement in the error 
percentage. This method can be used to forecast the 
rainfall and prevent the destruction caused by it to the life 
or property. 

 
2.  BACKGROUND 
 
a) Linear regression 

It is a method used for defining the relation 
between a dependent variable (Y) and one or more 

independent variables or explanatory variables, denoted by 
(X). For multiple explanatory variable, the process is 
defined as Multiple Linear Regression (MLR).  

The general equation for a linear regression is 
given as 
 

 
 

where y denotes the dependent variable (rainfall) 
and xi where i=1,2,..,n, denotes the explanatory or 
independent variables and  is called the intercept. 
  
 The general linear regression equation used in 
this system is given as 
 
Rainfall = (AvgTemp*1) + (CloudCover*2) + 3 
 

where 1 , 2 , 3 represents the different coefficients 
for different districts. 
 
b) Related work   

Daniela Şchiopu [1] and his team in his 
publication used SPSS 13.0 tool and forecasted 
temperature from data collected from the Hong Kong 
Observatory website. They used factor analysis technique 
in the SPSS tool to reduce the complexity in calculations 
the temperature using correlation and regression. 

Samuel and Raajalakshmi [2] used multiple linear 
regression to predict the monsoon rainfall by using 
outgoing long wave radiations, global temperatures and 
sunspots out of Tamil Nadu. They collected data from 110 
years from Indian Meteorological department, Chennai. 
 Hirani and Nitin [3] proposed different methods 
to estimate rainfall. The methods include Autoregressive 
Integrated Moving Average (ARIMA), Multiple Linear 
Regression (MLR), Genetic Algorithm, Support Vector 
Machine (SVM), Back-Propagation Neural Network 
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(BPNN), Adaptive Splines Threshold Autoregressive 
(ASTAR) modelling and others. 
 Paras and Sanjay [4] developed a forecasting 
model using mathematical regression. The weather data is 
collected for a period of 3 years and this model can predict 
max and min temperatures for a period of 15 to 45 weeks 
into the future. 
 Goutami [5] used Multiple Linear Regression to 
estimate average summer – monsoon rainfall on the data 
from 1871 to 1999. She analysed the monthly rainfall of 
Indian summer monsoon months. 

Kannan, Ramachandran and Prabhakaran [6] 
implemented Multiple linear regression and Karl Pearson 
coefficient. They made a short – term forecast over a 
particular state. They used fuzzy sets, neural networks to 
analyse the data. 

Retius and Delson [7] developed a weighted 
multiple regression model. They used combination of time 
series analysis and regression to offer a powerful system 
for predicting annual rainfall. 
 Timothy and Shukla [8] proposed the F-test and 
Screening procedure. a cross-validation procedure is used 
first to  screens models out that are all likely to 
poorlyperform on independent datasets, then the error of 
each model is compared with those all other models to 
determine threshold of significance in error variance. 
 Guhathakurta [11] used dynamic models on 
nonlinear equations that atmospheric system governs. 
They implemented neural networks with three layer that 
works on one input, one output and one hidden layer. The 
network training is carried out till mean square error of 
0.0005 to 0.001. 
 Nikhil [12] proposed correlation and regression 
both linear and multiple linear regression. He estimated 
the rainfall by analyzing the atmospheric factors like 
precipitation, vapour pressure, average temperature and 
cloud cover. 
 
c) Data collection 

The data necessary for the system to predict 
rainfall are previous year rainfall data, average 
temperature and cloud cover over the particular area. The 
data is collected for a period of 70 years i.e., from 1901 to 
1970 for each month. This data is then used to process in 
the system to predict the rainfall. 

The atmospheric data is collected from the 
website http://www.indiawaterportal.org/met_data/ 
published by Arghyam initiative. In this the data for 
various parameters and states is collected to train the 
system. The data is collected from the user regarding the 
state, district, and the year and month which he wants to 
predict the rainfall. This data is used to formulate the 
equation for predicting the rainfall by calculating the 
average temperature and cloud cover at that particular 
area. 

 
 
 
 

3. METHODOLOGY 
We use a modified version of Linear Regression to 

perform the prediction of rainfall in our system. The 
process of this method is explained in this following steps 
 
1. The input data sets are examined. The input data of 

training set is obtained from 1901 to 2002 for each 
month to perform the proposed system and check the 
method. 
 

2. The training and test data are formed from the input 
data sets. The training set contains the average 
temperature, rainfall and cloud cover from 1901 to 
1970 from the input data sets. The proposed method is 
applied on this training sets. The test data contains the 
data from 1971 to 2002 on which the testing of model 
is done. 
 

3. The linear regression is applied on the training data 
sets and the rainfall is forecasted using the rainfall in 
training data as dependent variable and average 
temperature and cloud cover as independent variables. 
 

4. The error percentage is now calculated by subtracting 
the predicted value from the actual value and 
multiplying it with 100 to get percentage. 
 

5. The error percentage, we add a certain percentage of 
error percentage to the input training set and repeat 
the steps 3 and 4 till there is no further increase in the 
error. The iterative steps that need to be followed are 
given by 

 
a. Add 20 percent of error percentage to the input 

training rainfall value and now these values are 
used in the linear regression method to train i.e., 
steps 3 and 4 is executed. 

b. If the results obtained are not satisfied, we can 
repeat the step 3, 4, 5 till the point where by adding 
the error percentage there will be no improvement 
in the predicted rainfall. 

c. We can try the above step by increasing the error 
percentage value that is added to the training set, 
i.e., say we are not satisfied with the error 
percentage after the first iteration, so we can 
increase the error percentage that is added in the 
next iteration to 40 % and increase so on.. 

d. In the above steps the coefficients of the 
independent variables in the linear regression keep 
on changing. 

 
6. The latest updated coefficients to forecast the test data 

and this produces the most accurate forecast values. 
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Table-1. Input training data sheet of Krishna district 
August month. 

 

 

 
Figure-1. System architecture. 

 
The input data is used to compare the state and 

district along with month and year, so that the right 
coefficients are used to perform the forecast, i.e., the 
values are used in calculating the rainfall. The system 
automatically find the relative coefficients based on the 
user input of state, district, year and month. And performs 
the necessary calculations and provide the forecast values 
in the output page. 
 

4. EXPERIMENTAL RESULTS 
The following is the experimental usage of the 

system proposed. The experiment is carried out on the 
Andhra Pradesh State – Krishna District. The data is 
collected for every district for a period of 102 years from 
1901 to 2002 for all the months i.e., from January to 
December. The training is done using the data from these 
years. There are four columns in the input year, rainfall, 
average temperature, cloud cover. The rainfall is taken as 
dependent variable as it the variable that we are trying to 
predict, the average temperature and cloud cover are the 
independent variables that are used to predict the rainfall 
over the future. 

The example sample input data is shown in the 
Table-1, which is used as training data set and perform 
linear regression on it. 
 

Table 2. Details of new values of regression parameters 
changing. 

 

 
 

In order to obtain the average temperature and 
cloud cover value of future time period the linear 
regression is applied to average temperature and year to 
obtain the equation to calculate the average temperature, 
similarly for the cloud cover. 
 

The following results are obtained after the fifth 
iteration 
 

Table-3. Forecast result. 
 

 
 

The average error percentage of the above test is 
around 7%, the negative sign indicates that the error is 
decreased overall. 
 
5. CONCLUSIONS 

Rainfall is the major cause for many of the 
natural disasters like flash floods, droughts, tsunamis. So 
in order to prevent these natural calamities, we should be 
able to predict the cause of the source. The proposed 
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system can be used to estimate the rainfall over the 
required period so that the respective authorities can take 
precautions to prevent the loss of life and property. The 
proposed system uses modified linear regression approach 
to predict the rainfall that has less error percentage than 
compared to most data mining techniques like clustering, 
back propagation which provides the generalized values 
rather than estimate values. This data is used to perform 
the necessary calculations to predict the rainfall from 
average temperature and cloud cover of that particular 
district. We may improve this system further using 
multiple regression which can take multiple months at a 
time as input and just forming a single equation which 
leads nearer to an accurate rainfall predicted. The 
proposed approach may also be used in other applications 
like, in schools to predict the average marks of their 
students, in sports to predict the scores or winning teams 
based on their previous performance, in enterprises to 
estimate their profits, etc.,. 
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