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ABSTRACT 

CPU scheduling is an integral part of any operating system and defines the basic functionality of an operating 
system. A scheduling algorithm is in-tended to execute user and system requests with the highest efficiency possible. The 
algorithm is responsible for analysing the processes, choosing and dispatching the most appropriate process for execution. 
Two of the most commonly used scheduling algorithms are the round robin (RR) algorithm and the priority scheduling 
algorithm. However, they both have their own pros and cons with respect to the qualities of service provided by a good 
scheduling algorithm. A new scheduling algorithm DFRRS (Dynamically Factored Round Robin Scheduling) has been 
developed to improve the performance of Round Robin Scheduler by incorporating the features of priority scheduling and 
SJF algorithm. A comparative analysis of turnaround and waiting Time is shown with the help of bar graphs (Histograms). 
 
Keywords: operating system, algorithm, scheduling, efficiency, turnaround time, waiting time, context switching, priority scheduling, 
round robin scheduling, histograms. 

 
1. INTRODUCTION 

CPU scheduling can be defined as allocation and 
de-allocation of the resources available to the operating 
system among various outstanding processes and the 
decisions surrounding it. The order in which a process is 
allocated and its duration is also determined by the 
algorithm. A scheduling algorithm’s primary objective is 
to optimize the overall performance of a system while 
ensuring fairness to all processes. Optimizing a system is 
what system designers want. There are numerous 
algorithms for CPU Scheduling, each with their own 
benefits and shortcomings. A comparative study of these 
schedulers is needed to fully understand the relative 
performance of each. A newly designed and improved 
scheduling algorithm is introduced in this paper 
Dynamically Factored Round Robin Scheduling (DFRRS). 
The algorithm was developed and simulated in Java 8. The 
simulator is used to demonstrate how the algorithm 
behaves, in comparison to the other existing scheduling 
algorithms on scheduling parameters such as waiting time, 
turnaround time, context switch, et cetera. 
 
2. PARAMETERS OF SCHEDULING 

A scheduler’s performance is evaluated based on 
the parameters defined below. 
 
Waiting Time: The amount of time from arrival that a 
process is idle in the system. 
 
Throughput:  Defined as the number of processes 
completed per unit time. 
 
Fairness: The ability of a system to assign resources in an 
unbiased fashion. 

 
Turnaround Time: The amount of time spent by a process 
in the system.  
 
3. AIM OF THE STUDY  

The aim of the study is to qualitatively compare 

the mainstream scheduling algorithms with the newly 
proposed DFRRS Algorithm 
 
a) Sample size 

The attributes of 50 different processes have been 
taken as the sample pool for conducting the study. 
 
b) Sample generation 

The sample has been collected from a pre-
existing source, which were already scheduled by the 
OMDRRS simulator. This was done to ensure the 
comparative study could be carried out with the highest 
possible accuracy. 
 
c) Simulator 

The algorithm was coded into a simulator to 
schedule and calculate the turnaround time, average 
turnaround time and the waiting time of each process 
given to it. The simulator computed only the DFRRS 
algorithm scheme along with the four basic scheduling 
algorithms First Come First Server (FCFS), Shortest Job 
First (SJF Non-pre-emptive and pre-emptive), Priority 
Scheduling (PS) and Round Robin Scheduling. The data 
for the OMDRRS algorithm was taken from a reliable 
source. The simulator operates by taking an active input 
from the users a process ID, arrival time, burst time and 
priority are taken. Based on the inputted data, the 
simulator would simulate the functionality of the DFRRS 
algorithm in a real time scenario. The output was given as 
a tabular representation of each process and its turnaround 
time, and the total and average turnaround time, and the 
total and average waiting time. 
 
d) Proposed algorithm 

The algorithm’s time slice has been calculated 
dynamically and it thus allocates a different time quantum 
every time a process is dispatched. This allows the 
algorithm to change the value of the time quanta after 
every cycle, to ensure the best performance. The factor 
analysis is calculated by multiplying a constant factor to 
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remaining burst time and priority where the remaining 
burst time has a higher weightage. The trade-off between 
the priority of the process and the remaining burst time of 
the process enables an improved average turn-around time, 
ensuring that performance is not negatively affected based 
only on the priority. The calculated factor is denoted by F. 
 
1) Step 1: Each process as it arrives is added to the 
ready queue and the factors are calculated for each.  
 
2) Step 2: The ready queue is sorted as per the factor, 
and a dynamic time slice is calculated according to the 
formula, TQ = (1st process in the ready queue + last 
process in the ready queue)/2  
 
3) Step 3: IF (Remaining burst time of the process<TQ) 
The process is allocated the CPU time and other resources 
till it terminates. ELSE IF (Remaining burst time of the 
process < TQ/2). The process is again allocated the CPU 
time and other resources till it terminates.  
 
4) Step 4: Go to step 1.  

 
e) Time complexity of DFRRS algorithm  

The DFRRS algorithm maintains all processes 
that are present in the ready queue according to their 
corresponding dynamically calculated factor in an 
ascending order. This ensures that at any given time the 
process to be dispatched is at the top of the ready queue, 
which can be retrieved in O (1) complexity. The insertion 
into the queue is achieved in O (n), where n denotes the 
number of processes that have arrived and are yet to be 
added into the ready queue. The dynamically calculated 
factor is sorted using a general linear sorting algorithm 
which gives it a O(n) complexity. Finally, the deletion of a 
process from the ready queue after completion is achieved 
with O(n) complexity. Thus the overall time complexity of 
the proposed DFRRS algorithm is O(n). 
 
4. PERFORMANCE ANALYSIS 

The process attributes were taken from a previous 
scientific study and fed into the simulator. The simulator 
generated the total and average turnaround and waiting 
time for the various scheduling algorithms along with the 
DFRRS algorithm which was further compared by plotting 
a process by process bar chart and a Histogram for the 
existing and the proposed algorithm. 
 
a) Consideration 

The existing CPU scheduling algorithm concepts 
were not modified and were implemented as they were 
along with the proposed algorithm i.e. DFRRS in the 
simulator. 
 
b) Experimentation 

Fifty processes along with their attributes were 
fed into the DFRRS simulator. These processes have been 
scheduled using the existing algorithms and the proposed 
algorithm. The turnaround time and waiting time was 
calculated via the simulator and the results were 

compared. 
 

c) Result of analysis 
Given below are the bar graphs and histograms 

representing the various scheduling algorithms. 
 

 
 

Figure-1. Average turnaround time for each scheduling 
algorithm. 

 

 
 

Figure-2. Process-wise study of turnaround time 
for  each scheduling algorithm. 

 

 
 

Figure-3. Average waiting time for each scheduling 
algorithm. 
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Table-1. Turnaround time. 
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Table-2. Waiting time. 
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Figure-4. Process-wise study of turnaround time for each 
scheduling algorithm. 

 
5. CONCLUSIONS 

This paper compares and analyses the four basic 
scheduling algorithms with the newly developed DFRRS 
algorithm. The analysis was based on the performance of 
the basic CPU scheduling algorithms and also the 
OMDRRS algorithm with respect to the factor calculation 
and dynamic time slice concept. The turnaround time and 
the average waiting time is calculated for each of the 
existing algorithms and also of the suggested algorithm 
and a graph is plotted for the same to compare the results. 
The graphs clearly depict that the suggested DFRRS 
algorithm has lower values than those of the existing 
algorithms in terms of both turnaround time and waiting 
time. Thus the conclusion can be drawn that the DFRRS 
algorithm is better than the commonly used ones on all 
qualitative sectors – including throughput and fairness. In 
the coming future more improvements can be made to this 
algorithm. 
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