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ABSTRACT 

Data mining research is much occupied with Association rule mining (ARM) wherein these rules attempts to mine 
frequent items. However, in recent years, there has been an increasing demand for mining the infrequent or rare or minimal 
correlated items. The point is that interesting relationship among infrequent items has not been discussed much in the 
literature. In this paper, we conduct a comparative performance study on three such algorithms namely AprioriRare, 
AprioriInverse and CORI. After studying their pros and cons, we suggest how they can be applied in mining the video 
transaction datasets. 
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1. INTRODUCTION 

The aim of association rule mining is to discover 
relationships among set of items in a transactional 
database including video databases sequence represented 
numerically. An application of association rule mining is 
market basket analysis. Association rule is an implication 
of the form X YX Y, where XX and YY are frequent 
itemsets in a transaction database and X∩Y= X∩Y= . 
The rule X YX Y can be interpreted as “if itemset XX 
occurs in a transaction, then itemset YY will also likely 
occur in the same transaction”. By such information, 
market personnel can place itemsets XX and YY within 
close proximity, which may encourage the sale of these 
items together and develop discount strategies based on 
such association/correlation found in the data.   
 
2. RELATED LITERATURE 

Association rule has been extensively studied in 
the literature since Agrawal et al. first introduced it 
in [1] [2]. Agrawal and Imielinski discussed mining 
sequential patterns in [3], as well as mining quantitative 
association rules in large relational tables in [4], while 
Bayardo considered efficiently mining long patterns from 
a database in [5] and Dong and Li studied efficient mining 
of emerging patterns in [6]. On the other hand, Kamber 
et al. [7] proposed using data cubes to mine multi-
dimensional association rules and Lent et al. used the 
clustering method in [8]. While most researchers focus on 
association analysis of rules [9] [10] [11] [12] [13] [14], 
Brin et al. analyzed the correlations of association rules 
in [15]. With the development of data mining techniques, 
quite a few researchers have worked on alternative 
patterns; for example, Padmanabhan et al. discussed 
unexpected patterns in [16], Liu et al. and Hwang et al. 
studied exception patterns in [17] [18] [19], and Savasere 
et al., Wu et al. and Yuan et al. discussed negative 
association in [20] [21] [22] respectively. Recently, there 
are some growing interests in developing techniques for 
mining association patterns without a support 
constraint [23] [24] [25]. The algorithms proposed in [23] 
are limited to dealing with identifying pairs of similar 

columns. The approaches presented in [24] and [25] 
employ a confidence-based pruning strategy instead of the 
support-based pruning adopted in traditional association 
rule mining. The mining of support-free association 
discovers rules in the patterns with high support, cross-
support where items have widely differing support levels, 
and low support. The patterns with a high minimum 
support level often are obvious and well known; the 
patterns with cross-support level have extremely poor 
correlation and patterns with low support often provide 
valuable new insights. J. Ding discussed association rule 
mining among rare items in [26]. He designed a new disk-
based data structure, called Transactional Co-Occurrence 
Matrix (TCOM) to store the data information. This 
structure combines the advantages of transactional 
oriented (horizontal) layout and item oriented (vertical) 
layout of the database. So any itemsets could be randomly 
accessed and counted without full scan of the original 
database or the TCOM.   
 
3. ALGORITHMS 

The algorithms provide valid rules by exploiting 
support and confidence requirements, and use a minimum 
support threshold to prune its combinatorial search space. 
Two major problems may arise when applying such 
strategies.  

(1) If the minimum support is set too low, this 
may increase the workload significantly, such as the 
generation of candidate sets, construction of tree nodes, 
comparisons and tests. It will also increase the number of 
rules considerably, which causes the traditional problem of 
algorithms suffering from extremely poor performance.  

(2) If the minimum support threshold is set too 
high, many interesting patterns involving items with low 
support are missed.  

We prefer to observe the role of infrequent items 
from which rules can be derived and algorithms which are 
popular on that subject are discussed. 
 
3.1 Apriori rare  
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This is an algorithm for mining minimal rare 
itemsets from a transaction database. It is an Apriori-based 
algorithm. It was proposed by Szathmary et al. (2007). 
The input is a transaction database and a threshold named 
minsup (a value between 0 and 100 %).  

Let us consider the transaction dataset in Table-1, 
 

Table-1. Transaction dataset. 
 

Transaction id Items 

t1 {1, 2, 4, 5} 

t2 {1, 3} 

t3 {1, 2, 3, 5} 

t4 {2, 3, 5} 

t5 {1, 2, 3, 5} 

 
A transaction database is a set of transactions. 

Each transaction is a set of items. For example, consider 
the following transaction database. It contains 5 
transactions (t1, t2... t5) and 5 items (1, 2, 3, 4, and 5 
which denote a scene sequence in a given video). For 
example, the first transaction represents the set of items 1, 
2, 4 and 5. It is important to note that an item is not 
allowed appearing twice in the same transaction and that 
item are assumed to be sorted by lexicographical order in a 
transaction. 

An itemset is a unordered set of distinct items. 
The support of an itemset is the number of transactions 
that contain the itemset divided by the total number of 
transactions. For example, the itemset {1, 2} has a support 
of 60% because it appears in 3 transactions out of 5 in the 
previous database (it appears in t1, t2 and t5). A frequent 
itemset is an itemset that has a support no less than the 
minsup parameter. A minimal rare itemset is an itemset 
that is not a frequent itemset and that all its subsets are 
frequent itemsets. 
 

 
 

For example, if we run AprioriRare algorithm 
with minsup = 60 % and the previous transaction database, 
we obtain the following set of minimal rare itemsets:  

 

Table-2. Minimal rare set. 
 

Minimal Rare Itemsets Support 

{4} 20 % 

{1, 3, 5} 40 % 

{1, 2, 3} 40 % 

 
The input file is defined as follows: 
1 2 4 5 
1 3 
1 2 3 5 
2 3 5 
1 2 3 5 
The output file is: 
4 #SUP: 1 
1 2 #SUP: 2 
1 5 #SUP: 2  
 

The output file here consists of three lines which 
indicates that the itemsets {4}, {1, 2} {1, 5} are perfectly 
rare itemsets having respectively a support of 1 
transaction, 2 transactions and 2 transactions. 
 
3.2 AprioriInverse algorithm 

This algorithm mine perfectly rare itemsets. One 
reason is that it is useful for generating the set of sporadic 
association rules. 
 

 
 

The output of AprioriInverse is the set of all 
perfectly rare itemsets in the database such that their 
support is lower than maxsup and higher than minsup. A 
perfectly rare itemset (sporadic itemset) is an itemset that 
is not a frequent itemset and that all its proper subsets are 
also not frequent itemsets. Moreover, it has to have a 
support higher or equal to the minsup threshold. With the 
same example Table-1, running the AprioriInverse 
algorithm with minsup = 0.1 % and maxsup of 60 % and 
this transaction database, we obtain,   
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Table-3. Rare Itemset. 
 

Perfectly Rare Itemsets Support 

{3} 60 % 

{4} 40 % 

{5} 60 % 

{4, 5} 40 % 

{3, 5} 20 % 

 
The input file is defined as follows: 
1 2 4 5 
1 3 
1 2 3 5 
2 3 5 
1 2 3 5 
The output file is: 
3 #SUP: 3 
4 #SUP: 2 
5 #SUP: 3 
3 5 #SUP: 1 
4 5 #SUP: 2  
 

The output file consists of five lines which 
indicate that the itemsets {3}, {4}, {5}, {3, 5}, {4, 5} are 
perfectly rare itemsets having respectively a support of 3, 
2, 3 1 and 2 transactions. 
 
3.3 CORI algorithm 

An algorithm for mining rare correlated itemsets. 
It is an extension of the ECLAT algorithm. It uses two 
measures called the support and the bond to evaluate if an 
itemset is interesting and should be output. CORI discover 
itemsets that are rare and correlated in a transaction 
database (rare correlated itemsets). A rare itemset is an 
itemset such that its support is no less than a minsup 
threshold set by the user. The support of an itemset is the 
number of transactions containing the itemset. 
 
Dataset D 

A minimal correlation threshold minbond of the 
anti-monotone constraint. 

A minimal conjunctive support threshold minsup 
of the monotone constraint. 
Result: The RCP set of rare correlated patterns. 
begin 
A  Scan the dataset D once to build the transformed 

dataset D  
B. Initialization of the tree-data structure 
a) Computing the conjunctive support of the items 

and sorting them in an ascendant order of their 
support value. 

b) Rare items are printed in the output set. 
c) The sorted items are added to the tree structure. 
C. Recursive processing of each item in order to 

extract the rare correlated itemsets 
D. Memory liberation end 

A correlated itemset is an itemset such that its 
bond is no less than a minbond threshold set by the user. 
The bond of an itemsets is the number of transactions 
containing the itemset divided by the number of 
transactions containing any of its items. The bond is a 
value in the [0, 1] interval. A high value means a highly 
correlated itemset. Note that single items have by default a 
bond of 1. 

For example, if CORI is run on the transaction 
database (as shown in Figure-1) with a minsup = 80% and 
minbond = 20%, CORI outputs the following rare 
correlated itemsets: 
 

Table-4. Items bond and support. 
 

itemsets bond support 

{1} 1 3 

{4} 1 1 

{1, 4} 0.33 1 

{3, 4} 0.25 1 

{1, 3, 4} 0.25 1 

{1, 2} 0.4 2 

{1, 2, 3} 0.4 2 

{1, 2, 5} 0.4 2 

{1, 2, 3, 5} 0.4 2 

{1, 3} 0.75 3 

{1, 3, 5} 0.4 2 

{1, 5} 0.4 2 

{2, 3} 0.6 3 

{2, 3, 5} 0.6 3 

{3, 5} 0.6 3 
 
The input file is defined as follows: 
1 3 4 
2 3 5 
1 2 3 5 
2 5  
1 2 3 5 
The output file is:  
1 #SUP: 3 #BOND: 1.0 
4 #SUP: 1 #BOND: 1.0 
4 1 #SUP: 1 #BOND: 0.3333333333333333 
4 3 #SUP: 1 #BOND: 0.25 
4 1 3 #SUP: 1 #BOND: 0.25 
1 2 #SUP: 2 #BOND: 0.4 
1 2 3 #SUP: 2 #BOND: 0.4 
1 2 5 #SUP: 2 #BOND: 0.4 
1 2 3 5 #SUP: 2 #BOND: 0.4 
1 3 #SUP: 3 #BOND: 0.75 
1 3 5 #SUP: 2 #BOND: 0.4 
1 5 #SUP: 2 #BOND: 0.4 
2 3 #SUP: 3 #BOND: 0.6 
2 3 5 #SUP: 3 #BOND: 0.6 
3 5 #SUP: 3 #BOND: 0.6 
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The output file here consists of 15 lines. Consider 
the last line. It indicates that the itemset {3, 5} is a rare 
correlated itemset having a support and bond of 
respectively 3 and 0.6. 
 
4. MINING CHALLENGES IN VIDEO DATASET 

There were also studies needed to improve the 
speed of finding large itemsets with hash table, map, and 
tree data structures [14] [27]. Compare to the numerous 
works done to search for better algorithms to mine large 
itemsets in a video sequence database, the qualifying 
criterion - support threshold - and the mechanism behind it 
- counting, temporal distance between the items - have 
received much less attention. The problem with support 
threshold is that it requires expert knowledge, which is 
subjective at best, to set this parameter in the system. 
Setting it arbitrarily low will qualify itemsets that should 
be left out, vice versa. Moreover, as database size 
increases, the support threshold may need to be adjusted 
[28] [29]. 
 
5. CONCLUSIONS 

AprioriRare and AprioriInverse are based on 
Apriori, it suffers from the same fundamental limitations 
i.e. it may generate too much candidates and it may 
generate candidates that do not appear in the database. 

The CORI algorithms use a tree structure with a 
specific node structure and an optimized construction and 
pruning strategies. Two main features constitute the thrust 
of Cori algorithm:  

i) Only one scan of the database is performed to 
build the new transformed dataset. This helps to optimize 
the time and the space needed to support computing. 

ii) It offers a resolution for the problem of 
handling both rarity and correlation constraints 

Comparatively, CORI seems to perform better 
and must be improved to apply it widely on a video 
dataset. 
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