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ABSTRACT 

The evaluation of mesh segmentation has received a great deal of attention since 3D mesh segmentation is an 
essential step in many mesh operations. For this reason, notable efforts have been made towards a better evaluation of 
mesh segmentation methods, and one of the most popular works is the benchmark of Chen et al., which allows a 
quantitative evaluation of mesh segmentation algorithms. Based on the given data sets, which comprise manual and 
automatic segmentations, many evaluation metrics have been proposed recently. In this context, we present in this study an 
overview of the existing similarity metrics and new ones proposed in our previous works addressing the problem of 
evaluating 3D mesh segmentation by describing each method and giving an extensive study and experimental comparison 
of them. 
 
Keywords: 3D mesh, 3D mesh segmentation, evaluation metric. 

 
1. INTRODUCTION 

3D mesh segmentation is a common pre-
processing step in many applications in 3D shape analysis, 
such as compression [1], skeleton extraction [2], 
deformation and many others. The reason why several 
segmentation algorithms have been presented in the 
literature [3]-[5]. Nevertheless, it still difficult to evaluate 
whether one method generates more accurate 
segmentations than another, whether it be for a particular 
3D model or a set of models, or more generally, for a 
whole class of models. The selection of the adequate 
segmentation method for a particular problem is often 
based on tests and evaluation the reason why the 
assessment of 3D mesh segmentation algorithms becomes 
an important subject which attracts more and more 
researchers. 

The key idea behind an assessment method is to 
be able to evaluate and classify segmentation algorithms 
according to their quality. This ability is crucial while the 
study of segmentation problem since it let the user choose 
among many possible segmentation algorithm which one 
is more suitable to use for a particular case, and also 
allows the test and the evaluation of new segmentation 
method and compare them with existing ones. 

Lots of progress have been made during the past 
few years in the assessment of segmentation methods; we 
can mention mainly the works of Chen et al. [6] and 
Benhabiles et al. [7], [8] who have proposed two pioneer 
works to evaluate the performance of segmentation 
algorithms. Both works offer a benchmark to study the 
quality of a segmentation algorithm, by comparing each 
automatic segmentation with a reference one called the 
ground truth segmentation. The reference segmentation is 
the human perception (or how would a human segment the 
tested 3D model). The authors also propose a set of 
similarity measures to evaluate the segmentation 
algorithms by measuring the consistency between the 

reference segmentations and those obtained by automatic 
algorithms on the same models using a set of distances or 
metrics. Other recent works have been published with new 
evaluation methods will be discussed in the next section of 
this paper. 

The aim of the present paper is to provide a 
comparative study between well-known evaluation 
methods and new ones. We try to enhance previous work 
by comparing the performance of the assessment methods 
through different tests. Last but not least, we conclude 
with a discussion where we expose the advantages of 
using evaluation method and future challenges in the 
assessment fields. 

This paper is organized as follows. In section 2, 
we present the most common evaluation methods used in 
the literature along with the newest ones. Section 3, is 
reserved to the experimental tests where we will compare 
the performance of the exposed assessment methods and 
test their discriminative power. Finally, a conclusion with 
some perspectives will end this paper. 
 
2. A STUDY OF WELL-KNOWN AND NEW 

EVALUATION METHODS 
Mesh segmentation and its performance 

evaluation are very challenging tasks to achieve. Due to its 
importance, a significant number of works can be found in 
the literature treating these subjects. In this section, we 
will define the properties that define a reliable evaluation 
method, and then we will review the measures that have 
been proposed to address the assessment methods of 
segmentation algorithms. The authors in [8] expose a set 
of requirements properties for a reliable measure of mesh 
segmentation similarity which are: 
 
- No degenerative cases: it means that the resulting 

score must be proportional to the similarity degree 
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between an automatic and a ground-truth 

segmentation of the same model  

- Tolerance to refinement: a reliable segmentation 

measure has to be invariant to the granularity 

differences in segmentation because we can have two 

segmentations, one is coarse, and the other is finer 

and yet still consistent segmentations. 

- Cardinality independence: this means that the two 

compared segmentations can have different numbers 

of segments and a different number of faces/vertices 

in each segment. 

- Tolerance to cut boundary imprecision: when 

segmenting a 3D model, we can have a lot of 

segmentations for the same model that are the same, 

but with a slight difference between boundaries, hence 

a good evaluation measure has to accommodate this 

imprecision of cut boundaries. 

- Multiple ground-truth: since each operator can give 

different ground truth segmentations for the same 3D 

model, the used evaluation measure should be able to 

compare each automatic segmentation with all the 

ground truth segmentations available for the tested 3D 

model. 

- Meaningful comparison: the obtained score should 

represent the quality of the segmentation by giving a 

score of similarity/dissimilarity between the automatic 

and a set of ground truth segmentation. Finally, based 

on this score, it should be easy for us to know which 

segmentation algorithm is suitable to use with which 

kind of 3D model. 

We can classify the existing evaluation method to 
four categories: 
 

- Boundary matching: boundary matching metrics 
compute the difference between cuts of different 
segmentation (e.g., Cut Discrepancy) 

- Region differencing metrics: region differencing 
metrics measure the consistency degree between two 
different regions (e.g., Hamming Distance, 
Consistency Error, Overlap index). 

- Non-parametric tests: this kind of method computes 
the consistency of labels of the same face (or vertex) 
in two different compared segmentation (e.g., Rand 
Index, 3D Probabilistic Rand Index).  

- Information theory: as the name of this category 
mention this kind of methods are based on the 
information theory (e.g., Adaptive Entropy Increment) 

 

In the remainder of this section, we will describe 
and detail the well-known and the new proposed 
evaluation methods. 
 
 Hamming Distance (HD) [6]: The Hamming distance 

computes the difference between two segments one 

from the automatic segmentation
a

S , which we want 

to evaluate, and its closest segment from the ground 

truth segmentation
g

S . The Hamming distance is 

defined as follows: 

( ) ( )1
( , ) ( )

2

H a g H g a
H a g

D S S D S S
D S S

S S

 
  (1) 

 

Where S denote the cardinality of the whole 

mesh (number of faces or vertices) and ( )a gHD S S is 

the directional function of the Hamming distance defined 
as follows: 

 

( ) || \ ||tii
H a g i a gD S S R R 

                                
(2) 

 

“\” denote the set difference operator.
i

a
R  is the i-th 

segment from the segmentation a
S  and ti

gR  is the closest 

to 
i
aR  from gS obtained by: 

  

max i k
t k a gi R R

                                                     
(3) 

 
 Consistency Error (CE) [6], [9]: this measure is 

divided into the Global Consistency error (GCE) and 

the Local Consistency error (LCE), defined as: 

 
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Where 
 

3

( , )\ ( , )

( , )
( , , )

a i g i
a g iD

a i

R S f R S f

R S f
L S S f 

                      

(6) 

 

aS and gS are two segmentations, N is the 

number of faces in the mesh 3 ( , , )a g iDL S S f  is the local 

refinement error, ( , )
i

R S f is the segment in segmentation
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S that contains a face i
f and the operator “\” define the set 

difference operator. 
 
 Cut Discrepancy (CD) [6]: The Cut Discrepancy is a 

metric that measures how the segment boundaries are 

close one to another, this is done by summing the 

geodesic distances of the cuts of one segmentation 

against another. 

Let’s consider aS , and gS two segmentations and

1 2,C C are their respective sets of points on the segment 

boundaries. The Cut Discrepancy is defined as follows:  
 

   1 2 1 1 2 1 2 2

1 2

( , ), ( , ),
( , ) ,G G

mean d p C p C mean d p C p C
CD S S

avgRadius

    


   
(7) 

 

 1 2 1 2 2 2( , ) min ( , ), ,G GCd p d p p p C  
                       

(8) 

 
 Rand index (RI) [6], [10]: The Rand Index measures 

the likelihood that a pair of faces are in the same 

segment or in different segments in the two compared 

segmentations. Let consider Sa, Sg as two 

segmentations and N be the number of faces in the 3D 

mesh; the Rand Index is defined as follows: 

1

, ,

2
( , ) (1 )(1 )a g ij ij ij ij

i j i j

RI S S
N

C P C P





             

(9) 

 

Where 1
ij

C  if the faces i and j belong to the 

same segment in the segmentation aS , 1ijP  if the faces

i and j belong to the same segment in the segmentation

gS . Consequently 1ij ijC P   if i and j belong to the 

same segment in both segmentations. 
 
 The 3D Normalized Probabilistic Rand Index 

(3DNPRI) [8]: the 3DNPRI is a measure based on the 

Rand Index, but it adds the ability to compare an 

automatic segmentation with a set of ground truth 

segmentation for the same 3D objects. Let 1S be the 

automatic segmentation and kS the set of ground 

truth segmentations; the 3DPRI is defined as: 

  1

2

3 ( , ) (1 )(1 )a k ij ij ij ij
N

DPRI S S e p e p
 
 
 

    (10) 

 

1ije  means that the vertex i and j belong to the same 

segment of the automatic segmentation aS and ij
p is 

defined as the probability of two vertices belonging to the 
same segment in the ground truth set. The authors also 
proposed a normalized version of the 3DPRI to increase 
the discriminative power of the method; the 3DNPRI is 
defined as: 
 

     
 

3 3
3

1 3

( , )
( , ) a k

a k

DPRI E DPRI
DNPRI

E DPRI

S S
S S




 (11) 

 

Where  3E DPRI computes the 3DPRI on the 

whole dataset using random segmentations. 
 
 Adaptive Entropy Increment (AEI) [11]: This 

method is based on the entropy concept from 

information theory. The method starts by calculating a 

baseline, which corresponds to the entropy of all the 

different ground-truth, then the automatic 

segmentation is added, and the entropy is 

recalculated. The increment from the baseline to the 

new value is adopted to evaluate the automatic 

segmentation. The entropy 1( , ..., )
n

H G G of n ground 

truth segmentation iG is defined as: 

1 1 1( ,..., ) ( ,..., )log( ( ,..., ))H G G P G G P G Gn n n  (12) 

 

Let consider A  as an automatic segmentation; 
the normalized entropy increment is defined as follows: 
 

1 1( ,..., , ) ( ,..., )

( )
n nH G G A H G G

H
H A




 
 


              

(13) 

 
Finally, the Adaptive Entropy Increment (AEI) is 

defined on N random segmentations r
A : 

 

( )

H
AEI

E H




                                                             

(14) 

 

1
1

1
( ) ( ,..., , )

N

n r
r

E H H G G A
N 

   
                           

(15) 

 
 Similarity Hamming Distance (SHD) [11]: The 

SHD is based on the first Hamming Distance. It adds 

the ability to compare one automatic segmentation to 

a set of ground truth segmentation, by associating 

each segment from the automatic segmentation with 

the closest segment from the set of the ground truth 

segmentations. The SHD is defined by the following 

formula:  

2. ( ) (1 ). ( ), ,
k k

i i

D a a

i i
S SSHD EMD R R dist R R    (16) 



                                    VOL. 12, NO. 23, DECEMBER 2017                                                                                                     ISSN 1819-6608 

ARPN Journal of Engineering and Applied Sciences 
©2006-2017 Asian Research Publishing Network (ARPN). All rights reserved. 

 
www.arpnjournals.com 

 

 
                                                                                                                                               6886 

Where 
2D

EMD  is the earthmover’s distance 

between the D2 distributions of the two segments ()dist

denotes the Euclidean distance between the centers of the 
two segments and β is a weight. 
 
 Ultimate Measurement Accuracy (UMA) [12]: the 

UMA aims to evaluate the quality of segmentation by 

means of measuring and calculating the target feature. 

Let S  be a 3D boundary mesh,  1 2
1 1 1 1, ,..., ,mS S S S  

the set of sub-grid generated by manual interactive 

segmentation and  1 2
2 2 2 2, ,..., ,nS S S S the automatic 

segmentation. The author’s define the Form Factor of 
arbitrary sub-grid 1

i
S in 1S  as follows: 

1 1 1
1 1

( ) ( , ) ( , )
fe

NN
i i i

a b
a b

FF S L S e A S f
 

 
                        

(17) 

 
Where ae  and 

bf  are the arbitrary boundary 

edge and face in sub-grid 1
iS , 1( , )i

aL S e is the length of 

edge ae , 1( , )i
b

A S f  is the area of
b

f , eN  and 
f

N  are 

respectively the number of boundary edges and faces of

1
iS . 

Similarly, the Form Factor of arbitrary sub-grid

2
iS in 2S as follows: 

 

2 2 2
1 1

( ) ( , ) ( , )
fe

NN
i i i

a b
a b

FF S L S e A S f
 

 
                   

(18) 

 

Finally, the UMA of the segmentation 2S  is 

calculated as follows: 
 

1 2
1 2

1, ( ) 1

( ) ( )1
( , )

i im

i
i j p i

FF S FF S
UMA S S

m S 


   (19) 

 

Where 1
iS  is the area of 1

iS , ( )p i represents the 

correspondence sub-grid of 1
iS . 

 
 The Weighted Dice Coefficient (WDC) [13]: Zakani 

et al. in [13] propose the use of a new evaluation 

metric based on the Dice's coefficient [14] also known 

as Sorensen–Dice’s [15] coefficient. This coefficient 

has been extensively used to compute the similarity 

degree between two samples in many fields like brain 

images [16] and string similarity [17]. Due to its 

performance, the authors proposed an adaptation of 

this coefficient to be able to provide a relevant 

evaluation of 3D mesh segmentation algorithms. Let’s 

consider  1,.., k
a a aS R R , and  1 ,.., l

g g gS R R two 

segmentations, the Weighted Dice Coefficient 

between two segments is defined as follows: 

2 ( )
( , )

( ) ( )

t

t

t

ii

a g

a g ii

a g

ii
Surface R R

WDC R R
Surface R Surface R





 (20) 

 
Where: 

- ti is the index of the closest segment from gS  to 
i

aR  

got by: 
 

 || ||i

g

i

at k
i argmax R R 

                                        
(21) 

 
- ( )Surface R is the surface of the segment R 

composed by n faces calculated by:  
 

1

( ) ( )
n

i

i

Surface R surface f



                                     

(22) 

 

Finally, the WDC between the segmentations 1 S

and 
2 S is computed as follows: 

 

1

( , )

( , )a g

k
ii t

a g

i

WDC R R

WDC S S
m




                            
(23) 

 
The main advantage of this metric is its ability to 

treat irregular as well as regular meshes and give a 
relevant evaluation of both kinds of meshes taking into 
account their regularity. 
 
 The Weighted Kulczynski dissimilarity index 

(WKD) [18]: the WKD index was recently proposed 

by Zakani et al[18]. This metric is based on the well-

known Kulczynski index [19], which is a fundamental 

concept in the analysis of presence-absence data, it is 

used in many fields such as ecology, biology and 

image similarity. The WKD has the particularity to be 

able to compare an automatic segmentation with a set 

of ground truth segmentations and takes into account 

the regularity of 3D segmented meshes. The WKD 

between an automatic segmentation a
S

 and a set of 

ground truth  
1 2
, ,...,

nn g g gS S SS  is defined by: 

1
(

2 ) ( )

) ( )

( )
( )

( \

( )
)

( \

, 1
t

t

t t

t

t t

ii
ii a s

a s i ii i
a s a s

ii
a s

i ii i
a s s a

R R

R R R R

R R

R R R R

surf
WKD R R

surf surf

surf

surf surf


 




 
(24) 
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Where: 
 

- ( )Surf R is the surface of the segment R defined in 

formulas number (22). 

- ti is the index of the closest segment from the set 

 n
S  to 

i

aR  got by: 

 

 ( || ||)
j

i k

t aj k g
max maxi R R

                                  
(25) 

 
Finally, the WKD between the automatic 

segmentation and the set of ground truth is computed as 
follows: 
 

  1

( , )

( ),

i
a j

a

t

n

m
i
g

i

WKD R R

WKD S
m

S 


                        
(26) 

 
With m is the number of segments in the automatic. 
 
 Weighted Sokal-Sneath Distance (WSSD [20]): 

Arhid et al.[20] proposed to use the Sokal-Sneath [21] 

distance communally known in many fields like 

biological systematics and numerical taxonomy, to 

compute the dissimilarity between two segmentations. 

This distance can evaluate an automatic segmentation 

by comparing it to more than one ground truth 

segmentations. The WSD is defined as follows: 

( )
(

( ) 2 ( ) 2 ( \ )
, ) 1

\

ji
a gji

a g j j ji i i
a g a g g a

S R R
WSSD R R

S R R S R R S R R   


 


 

(27) 

 

 
( , )

( , )

t

i

ii
a g

a n

WSSD R R

WSSD S S
m




                       
(28) 

 
Where: 

- ( )S R is the surface of the segment R defined in 

formulas number (22). 

- ti is the index used to associate each segment from 

the automatic segmentation with segments from the 
set of ground truth segmentation (formulas. (25)) 

 
 Sampling theory[22]: a recent work presented by 

Arhid et al. [22] proposed to use the sampling theory 

[23] to evaluate two segmentations. The main 

advantage of this method is that it focus on the 

execution time, which is reduced considerably 

compared to other evaluation methods. It is defined as 

follows: 

\
( , )

tii
gi i

a i

Samp R
Diff Samp R

Samp


                               

(29) 

Where: 
- “\” is the set difference operator; 

- R  represent the size of the set R, or the total area of 

all faces in a set R; 

- iSamp  is an extracted sample of vertices or faces 

from the segment R . 

 The Jaro distance (
j

d ) [24]: another distance was 

proposed by Bouksim et al. [24] this measure is based 
on the Jaro distance [25], [26], which is a well-known 
distance in many fields. The authors proposed an 
adaptation of this distance to be able to provide a 
dissimilarity score between an automatic 
segmentation and many ground truth segmentations. 
The Jaro distance is defined as follows: 

 

3

0

( ), ) 1 1

4 ( )(

0

( )(

)

j D
t tt

tt

i ii i ii
g a a gg a

i ii i
ga gg

R R
or

if m

S R R S R Rd

S RS R

m m

RR



 
  

 
          

(30) 

 
Where: 
- ( )S R is the surface of the segment R defined in 

formulas number (22). 

- m is the number of matching faces between ti
gR and

i
gR ; 

- ti denotes the index of the closest segment from aR to

 nR  it is defined by the following equation 

3min (min ( ( , )))ji
a gt i j j D

i d R R ; 

- R is the size of the segment R (number of faces). 

 The weighted Ochiai index (
O

WI ) [27]:proposed by 

Bouksim et al.[27], based on Ochiai index also known 
as Ochiai-Barkman, Otsuka-Ochiai or 
Driver−Kroeber index. This index is one of the most 
used indexes in many fields and can easily be used to 
compare or extract the similarity between two 
samples of data. Considering that a segment is 
composed of faces or vertices are a data sample, the 
authors proposed an adaptation of this index to be 
applied in the evaluation of 3D mesh segmentation 

algorithms. Let us consider G as a ground truth 

segmentation, where 
j

G
R is the j-th segment in the 

segmentation G  and S an automatic segmentation, 

where 
l

S
R  is the l-th segment in the segmentation S

.The weighted Ochiai index ( O
WI ) is formulated as 

follows: 
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( )
( , ) 1

( )* ( )

j
j S G

O S G
j

S G

l
l

l

Surf R R
WI R R

Surf R Surf R
 

          

(31) 

 

whith ( )Surface R is the surface of the segment R and it is 

defined as the sum of surfaces of all the faces composing 
the segment R. 

The O
WI  between an automatic segmentation 

a
S and a set of ground truth  

1 2
, ,...,

nn g g gS S SS   is 

defined as: 
 

 ( , )

( , )t

l

l
O S G

nO

l

S S
N

WI R R

WI 


                              
(32) 

 
Where: 
 

- tl represent the index of the closest segment from the 

set of ground truth segmentations nS to 
S

lR  from S , 

this is obtained using the formula: 
 

max ( x (|| ||))
i

l j

t i j S G
l ma R R

                              
(33) 

 
- N is the number of segments in the automatic 

segmentation.   
 

This measure allows two significant advantages; 
it is appropriate for comparing automatic segmentation 
provided by the algorithm to evaluate with a set of ground 
truth segmentations. And, it is also designed to actually 
capture the real segmentation quality of both regular and 
irregular meshes. 
 
 The Normalized Weighted Levenshtein Distance 

(NWLD) [28]: Zakani et al. [28] has recently 
proposed a new evaluation method based on the 
Levenshtein Distance to be used for the assessment of 
3D mesh segmentation algorithms. This method aims 
to compute the optimal operations needed to convert a 

segment to another. Let’s consider i
AR as the ith 

segment of the automatic segmentation A and
t

j

i

SR is 

the best correspondent segment got from all the 
available set of ground truth segmentation

 1,..., nS S S obtained by

( )
j

i k
t A Sj kmax maxi R R . The authors define the 

Weighted Levenshtein Distance (WLD) in the 
equation (37).  Where: 
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(34) 

 
Finally, the authors define The Normalized 

Weighted Levenshtein Distance to be the results of the 
WLD divided by the maximum score gotten by 
considering that the two compared segment are entirely 
different: 
 

,

,
,

max( )

iti
SA j

iti
iS tA ij
SA j

R R

R R
R R

WLD

W
W

LD
N LD 

                         

(35) 

 
The main advantage offered by this metric is its 

discriminative power on regular as well as irregular 
meshes and its ability to take into consideration the 
regularity of the 3D mesh and its capability to compare an 
automatic segmentation to set of ground truth 
segmentations. 
 
3. EXPERIMENTAL STUDY 

To discuss the behavior of the studied metrics, we 
perform five experiments. The first test examines the 
ability of these measures to treat irregular as well as 
regular meshes. The second test underlines the importance 
of multiple ground truth comparison by showing the 
different behaviors of the studied metrics regarding single 
ground truth segmentation and a set of reference 
segmentations. The next study highlights the 
discriminating power of these metrics in detecting 
different segmentation qualities. While the fourth 
experiment, we compare the discriminative strength of 
these metrics on simple and complex models. As a final 
test, we evaluate the robustness of the tested measures 
against hierarchical segmentations. All the 3D used 
models were taken for the Princeton Benchmark for 3D 
Mesh Segmentation made by Chen et al. [6]. 

The first property to test is the ability of each 
evaluation metric to evaluate objects with both regular and 
irregular meshes, to achieve this task we took the object 26 
(Figure-2) from the Princeton's benchmark which 
possesses irregular meshes. In Figure-2 (a) present the 3D 
mesh, while (c) and (d) are two manual segmentations of 
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this object. These two segmentations (c, d) are constructed 
manually and differs from the ground truth segmentation 
with the same number of error faces, but the difference 
relies on the face's surface which leads to a significant 
difference between them in term of segmentation quality. 
By applying all the studied evaluation metrics, we got the 
results exposed in Table-1. We can see from the obtained 
results that the AEI, RI, and GCE/LCE give the same error 
for both segmentations and consequently didn’t succeed to 
catch the real quality of the two tested segmentations 
while the measures CD, HD, WKD, WIo, WDC, WSSD, 
NWLD, and Dj3D give a proportional error scores to these 
segmentation qualities. As the regularity of the mesh 
affects the quality of the segmentation result, a relevant 
evaluation measure should take into account this aspect of 
the 3D mesh. 
 

 
 

Figure-1. Example of an object taken from the benchmark 
of Chen et al. [6] Possessing an irregular mesh. 

 
Table-1. Evaluation of both segmentations (c) and (d) 

figured in Figure-2. 
 

 (c) (d) 

CD 0,0280 0,0959 

HD 0,0003 0,0426 

RI 0,0015 0,0015 

GCE 0,0015 0,0015 

LCE 0,0007 0,0007 

WSSD 0,0045 0,2853 

WDC 0,0011 0,1060 

WIo 0,0015 0,1185 

WKD 0,0018 0,1209 

Dj3D 0,0012 0,0961 

NWLD 0,0022 0,1817 

AEI 0.0155 0.0155 

In this experiment, we underline the utility of 
comparing an automatic segmentation to a set of ground 
truth segmentations instead of doing a one to one 
comparison. For this task, we choose the object cup shown 
in Figure-3, (a) is the automatic segmentation done with 
the Randomized Cuts [29] method while (b), (c) and (d) 
are the set of ground truth segmentations, we can see that 
none of the ground truth segmentations matches the 
automatic segmentation. However, we can notice that the 
automatic segmentation presents a combination of all the 
available reference segmentations and also offers a 
relatively good segmentation quality. Firstly we apply the 

evaluation metrics designed to compare an automatic 
segmentation with a set of ground truth segmentation to 
evaluate the quality of the given automatic segmentation 
by comparing it to only one ground truth and secondly we 
do a multiple ground-truth evaluation; all the results are 
shown in Table-2. As mentioned before the automatic 
segmentation presents a relatively good segmentation, so 
the obtained scores are expected to be low. By analysing 
the scores obtained with a one to one comparison we can 
notice that they didn’t reflect the real quality of the 
automatic segmentation since we got a higher error for this 
segmentation, while the results got by multiple 
comparisons give a lower error for the automatic 
segmentation which illustrates the good quality of the 
given segmentation. Consequently, we can deduce that an 
efficient evaluation metric should quantify the consistency 
between an automatic and multiple ground truth 
segmentations. 
 

 
 

Figure-2. The object cup with an automatic segmentation 
(a) and three ground truth segmentations(b,c,d). 

 
Table-2. The obtained scores for a one to one evaluation 

and a multi-ground truth evaluation. 
 

 
All ground 

truth 
(b) (c) (d) 

WDC 0,1014 0,2118 0,2583 0,4393 

WKD 0,0659 0,1394 0,1532 0,2512 

WIo 0,0938 0,1669 0,2050 0,3712 

WSSD 0,2030 0,3573 0,3764 0,5601 

Dj3D 0,0911 0,1547 0,2055 0,2936 

NWLD 0,1309 0,2501 0,2678 0,4762 

AEI 0,0526 0,1322 0,2175 0,3571 

 
The third experiment aims to compare the 

discriminative power of the studied methods by evaluating 
different segmentations quality. Figure-3, shows the six 
chosen segmentations, the segmentations (a) and (b) 
represent an excellent segmentation quality (c) and (d)  
medium one and finally (e ) and (f) have a very bad 
segmentation quality. 4igure-5shows the error values 
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obtained using eleven evaluation methods. As can be seen 
from the results AEI, WIo, Dj3D, WKD, WSSD, WDC and 
NWLD succeed in providing scores which reflect the 
quality of the segmentation, since they give a high error 
score for the two bad segmentation (e) and (f) reasonable 
error score for the medium quality (c) and (d) and a very 
low score for the good segmentation (a) and (b). Other 
methods like RI, GCE, LCE or CD didn’t succeed in 
detecting these qualities since they provide inconsistent 
scores with the quality of the segmentation. 

 

 
 

Figure-3. Tree groups of segmentation qualities (a) and 
(b) are good, (c) and (d) are relatively good and (e) and 

(f) present a bad segmentation quality. 

 

 
 

Figure-4. The dissimilarity scores using the studied measures for the objects shown in Fig. 4. 
 

In this next test, we study the discriminative 
power of the different metrics on simple and complex 
models. To achieve this task, we perform two 
experiments; the first one aims to explore the behavior of 
each metric on simple models by applying the different 
metrics to evaluate six segmentations of a simple model, 
we choose to do it with a cup model. As can be seen in 
Figure-6 the four first segmentations are consistent (using 
the segmentation method proposed by our research team 
[30]) while the two last represent unreachable 
segmentations. In the second experiment, we choose a dog 
model wich is an example of a complex model and seven 

automatic segmentations representing five segmentations 
with a high quality and two inconsistent segmentations 
(Figure-6), and then we compute the dissimilarity error 
using different measures. The obtained results are shown 
in Figure-7and Figure-8. The methods including AEI, 
WSD, WKD, WIo, WDC and DJ3D have a good behavior 
not only on simple models but also on complex models. 
They give a low scores for the consistent segmentations 
and high scores for the unreachable segmentations. While 
the metrics CD, RI, HD, GCE, and LCE fail to give logical 
scores for some segmentation regardless of their quality. 

 

 
 

Figure-5. A simple model cup with four consistent segmentations 
(a-d) and two bad segmentations (e-f). 

 

 
 

Figure-6. Example of a complexe object taken from the Princeton benchmark accompanied 
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with five good segmentations (a-e) and two inconsistent segmentations (f-g). 

 
 

Figure-7. The obtained results using several metrics on simple model presented in Figure-6. 
 

 
 

Figure-8. The obtained results using several metrics on the complex model shown in Figure-7. 
 

The fifth and the last experiment studies the 
sensitivity of each index regarding hierarchical 
segmentations. To this end, we take the object horse got 
from the benchmark of Chen et al. [6] with nine levels of 
segmentation gotten using Randomized Cut [29] algorithm 
Figure-9, and we apply all the evaluation metrics cited in 
this work to evaluate these segmentations. As can be 
deduced from the obtained results in Table-3, the AEI, 

WSD, WIo, WDC, WKD, Dj3D,and the NWLD seem to be 
relatively invariant to hierarchical refinement since they 
give a very close scores for all level of the evaluated 
segmentations wich means that these metrics can tolerate 
these refinements and give consistent results while the 
other evaluation metrics failed to do the same task since 
there are less stable against segmentations with different 
hierarchical structures. 
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Figure-9. An object is taken from the benchmark of Chen et al. 
[6] with nine levels of segmentation. 

 
Table-3. The obtained results using the cited metrics for the different levels of segmentations. 

 

 
AEI WSD WIo WDC WKD Dj3D CD HD RI GCE LCE NWLD 

(a) 0,09 0,18 0,11 0,11 0,10 0,10 0,36 0,25 0,32 0,32 0,17 0,11 

(b) 0,12 0,23 0,17 0,18 0,10 0,10 0,31 0,32 0,33 0,29 0,15 0,18 

(c) 0,12 0,25 0,17 0,17 0,11 0,10 0,21 0,27 0,25 0,23 0,09 0,19 

(d) 0,12 0,23 0,14 0,14 0,09 0,09 0,10 0,20 0,08 0,27 0,18 0,15 

(e) 0,14 0,21 0,17 0,17 0,12 0,12 0,06 0,08 0,04 0,13 0,09 0,18 

(f) 0,17 0,25 0,21 0,22 0,16 0,15 0,15 0,28 0,19 0,25 0,19 0,19 

(g) 0,15 0,22 0,18 0,20 0,14 0,13 0,11 0,24 0,10 0,31 0,19 0,19 

(h) 0,17 0,21 0,21 0,22 0,16 0,16 0,11 0,25 0,10 0,30 0,19 0,19 

(i) 0,19 0,25 0,20 0,21 0,15 0,15 0,10 0,25 0,10 0,28 0,18 0,18 

 

 
 

Figure-10. A graph showing the obtained results using the cited metrics for the 
different levels of segmentations. 
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CONCLUSIONS 
In this paper, we have studied some of the 

existing evaluation metrics addressing the problem of 3D 
mesh segmentation performance assessment by discussing 
their contributions and comparing their performances. This 
study is done using the benchmark of Chen et al.[6] to 
evaluate the performance of the studied evaluation 
methods. After experiments, we can deduce that an 
evaluation method should take into consideration the 
regularity of the mesh in addition of doing a multi-ground 
truth comparison instead of doing one to one comparison 
to provide best results and a robust evaluation. As a 
perspective, we plan to explore unsupervised assessment 
methods where no reference segmentation is needed since 
it is not always available. 
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