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ABSTRACT 

To diagnose the lungs condition, commonly, the radiologists analyze the lungs image purely based on the X-ray 
image result with the naked eye. Hence, this method leads the subjectivity issue. In this study, the combination of image 
processing analysis and Naïve Bayes Classifier (NBC) are expected to overcome the issue. In the image processing 
analysis, we used the median filter and adaptive histogram equalization to enhance the lungs X-ray image quality. The five 
image features i.e., the feature mean, the feature SD, the feature kurtosis, the feature skewness, and the feature entropy 
were determined to obtain the characteristic of each lungs condition i.e., the normal lungs, the pleural effusion, and the 
lung cancer. In the NBC method, the five image features were used as the predictors to determine the lungs class i.e., the 
normal lungs class, the pleural effusion class, and the lung cancer class. The classification using NBC method consisted of 
two processes i.e., the training process and the validation process. The training process included the total numbers of 90 
lungs X-ray images, whereas the validation process used the total numbers of 60 lungs X-ray images. According to the 
numerical calculation in the validation process, the performance of NBC method has 70% accuracy. 
 
Keywords: lungs X-ray image, image processing, image features, naïve bayes classifier. 
 
INTRODUCTION 

In the medical area, the lungs which part of the 
vital organs are difficult to diagnose. Basically, to 
diagnose the lungs condition, the X-ray technology 
(Rontgen) is used to capture the lungs image [1]. The X-
ray gives particular image result for normal lungs or 
abnormal lungs which shown in Figure-1. As we can see 
in Figure-1, the X-ray technology produces specific image 
result for each lungs condition. For example, at the normal 
lungs, the color of the lungs X-ray image result is 
completely opaque black. Whereas, the lungs X-ray image 
result from the abnormal lungs is not fully opaque black 
[2], [3]. 
 

(a) (b) 
 

Figure-1. The lungs X-ray image results: (a) Normal 
lungs, (b) Abnormal lungs. 

 
To assess the lungs condition, generally, the 

radiologists only use the visual observation to analyze the 
lungs X-ray image [4]. Hence, the diagnosis results are 
non-objective and lead the subjectivity issue (i.e., based on 
the radiologist’s personal experience). Therefore, a digital 
tool which is able to classify the lungs condition is 
completely advantageous to assist the radiologist in 
analyzing the lungs condition. 

In these current days, the development of the 
image processing technology has been increased 
extensively, particularly in the medical area. For example, 
reported by Anant Madabhushi and George Lee, the using 
of image processing improved the modeling of the disease 
appearance which difficult to be observed by a pathologist 
[5]. According to Shivangi Jain et al., and B. N. Kumar et 
al., the image processing tools could also be used to detect 
the presence of the skin cancer and the Glaucoma (the 
most lethal eye disease) [6], [7]. In the image processing 
analysis, various techniques have been implemented to 
enhance the image quality such as the median filter and 
the adaptive histogram equalization [8]. The median filter 
technique offers the noise reduction of the image, whereas 
the adaptive histogram equalization is used to improve the 
image contrast [9]. 

The Naïve Bayes Classifier (NBC) is one of the 
classification methods which based on the statistics. It is 
broadly reported that the pros of using NBC method are 
easy to build with no complicated iterative parameter. 
Besides its simplicity, the NBC method often outperforms 
than other sophisticated classification methods [10], [11]. 
The previous research showed that the NBC methods 
successfully implemented in the several cases i.e., as a tool 
for public health surveillance from large administrative 
databases, forecasting the hospitalization and 
complications for European children, and as a tool for 
diagnosing the B-Chronic Lymphocytic Leukemia [12]-
[14]. 

This study investigated the implementation of the 
image processing analysis at the X-ray image results and 
proposed the Naïve Bayes Classifier (NBC) method to 
classify the lungs condition. In the section of materials and 
methods, we describe the image processing analysis and 
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the Naïve Bayes Classifier. Furthermore, in the next 
section, we demonstrate the results and verification. 
Finally, we present our conclusion in the last section. 
 
MATERIALS AND METHODS 

 
Materials 

In this study, the lungs X-ray images were 
obtained from Airlangga University Hospital. The X-ray 
images are grouped into several lungs conditions i.e., the 
normal lungs, the pleural effusion, and the lung cancer 

shown in Figure-2a, 2b, and 2c sequentially. The total 
numbers of X-ray image samples used in this study were 
150, which consisted of 50 normal lungs X-ray images, 50 
pleural effusion X-ray images, and 50 lung cancer X-ray 
images. The amounts of 90 X-ray image samples were 
used for the training process. In the training process, we 
used the total numbers of 30 X-ray images samples from 
each group. Whereas, the total numbers of 60 X-ray image 
samples were used as the validation process, which 
included 20 normal lungs X-ray images, 20 pleural 
effusion X-ray images, and 20 lung cancer X-ray images. 

 

(a) (b) (c) 
 

Figure-2. The X-ray image results from several lungs conditions: 
(a) Normal lungs, (b) Pleural effusion, (c) Lung cancer. 

 
METHODS 

 
Feature extraction at the image processing analysis  

In this study, we applied the image processing to 
enhance the quality of X-ray image samples. Firstly, the 
median filter technique was used to filter out the noise 
from the lungs X-ray image sample [15]. Furthermore, to 
improve the contrast at the lungs X-ray image sample, we 
used the adaptive histogram equalization [16]. Figure-3 
describes the image processing analysis implemented to 
the lung cancer X-ray image sample. As we can see in 
Figure 3b, after applyingthe median filter technique, the 
noise at the X-ray image sample vanishes but it has the 
low contrast level. As a result, the detail of X-ray image 
result is still unclear. Therefore, the adaptive histogram 
equalization is implemented to enhance the contrast level 
at the X-ray image sample as shown in Figure 3c. 
 

 
(a) 

 
(b) 

 
(c) 

 

Figure-3. The image processing analysis applied at the X-
ray image result from the lung cancer case: (a) The initial 
image sample, (b) Applying the median filter technique, 

(c) Applying the adaptive histogram equalization. 
 

The feature extraction at the image processing 
analysis is used to reduce the dimension size and to obtain 
the characteristic of the X-ray image samples from each 
group (i.e., the normal lungs, the pleural effusion, and the 
lung cancer). In this study, we used the five image features 

i.e., the feature mean (A1), the feature SD (A2), the feature 
kurtosis (A3), the feature skewness (A4), and the feature 
entropy (A5) [17]-[19]. The definition and the formula of 
each feature are as follow: 
 
a. The feature mean 

The feature mean (A1) shows the average of 
grayscale intensity value from the total pixels of an image.  
 

1
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b. The feature SD  

The feature SD (A2) determines the amount of 
grayscale intensity variation from each pixel against the 
feature mean (A1) of an image. 
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c. The feature skewness 

The feature skewness (A3) calculates the 
asymmetry level from the pixels distribution around the 
feature mean (A1) of an image. 
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d. The feature kurtosis 

The feature kurtosis (A4) is a measure of the normal 
distribution level at the intensity distribution in the pixels 
of an image. 
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e. The feature entropy 

The feature entropy (A5) explains the randomness 
of the intensity value of an image (cline, et al., 1990:1037- 
1045).  
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Where:  

n = 
Number of pixels of an image, n=1, 2, ….., 
N. 

fn = The grayscale intensity value. 
p(fn) = The histogram value of an image. 
A1 = The feature mean of an image.  
A2 = The feature SD of an image. 
A3 = The feature skewness of an image. 
A4 = The feature kurtosis of an image. 
A5 = The feature entropy of an image. 

 
Naïve Bayes classifier (NBC) 

The Naïve Bayes Classifier (NBC) is used for the 
classification method which follows the Bayes’ theorem 
i.e., having the strong independent assumption between 
the predictors [20]. In this study, the classification using 
the NBC method included two processes i.e., the training 
process and the validation process. The total numbers of 
90 lungs X-ray image samples were included for the 
training process, which consisted of 30 normal lungs X-
ray images, 30 pleural effusion X-ray images, and 30 lung 
cancer X-ray images. 

In the training process, the lungs class was 
divided into three classes i.e., the normal lungs class, the 
pleural effusion class, and the lung cancer class which 
denoted the lungs conditions i.e., the normal lungs, the 
pleural effusion, and the lung cancer sequentially. 
Furthermore, the five image features which produced by 
the feature extraction from the image processing analysis 
were used as the input parameters (predictors) in the NBC 
method. The five image features are the feature mean (A1), 
the feature SD (A2), the feature kurtosis (A3), the feature 
skewness (A4), and the feature entropy (A5). Each lungs 
class has the specific value of the image feature. Finally, 
Equation 6 determines the basic model of NBC method 
used in this study [21], [22]. 
 

   
5

1 5
1

1 5

  ( ,
/ , .

, )

( , ,
 

)
..,  

P C P A A C

P A A
P C A A






                   

(6) 

Where:  
 
 
 
 
 
 

C = 
The lungs class i.e., normal lungs 
class, pleural effusion class, and 
lung cancer class.  

A = 
The predictors i.e., the five image 
features.  

P(C|A1,…, A5) = 
The posterior probability of the 
class which given by the 
predictors. 

P(C) = The prior probability of the class.  

P(A1,…, A5|C) = 
The probability of the predictors 
which given by the class. 

P(A1,…, A5) = 
The prior probability of 
predictors. 

 
It is broadly reported that the classification 

process using the NBC methods requires the two known 
parameters i.e., the mean of a class, and the standard 
deviation of a class [23]. In this study, we divided the 
lungs class into three classes i.e., normal lungs class, 
pleural effusion class, and lung cancer class. Each class is 
represented by the five image features i.e., A1, A2, A3, A4, 
and A5. However, in this study, we used the total numbers 
of 30 lungs X-ray images for each class in the training 
process. Hence, each class has many image features. For 
example, the normal lungs class has the total number of 30 
feature mean (A1), 30 feature SD (A2), 30 feature kurtosis 
(A3), 30 feature skewness (A4), and 30 feature entropy (A5). 
Therefore, in this study, we have the total numbers of five 
mean per class i.e., mean of A1, mean of A2, mean of A3, 
mean of A4, and mean of A5. Finally, the mean of each 
image feature in a class is determined by Equation 7, 
whereas the Equation 8 calculates the standard deviation 
of each image feature in a class.  
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Where: 

μi = 
The mean of an image feature in a class (μ1, 
μ2, μ3, μ4, and μ5 define the mean of the image 

feature A1, A2, A3, A4, and A5 sequentially). 

j = 
The total numbers of images used in the 

training process in a class ( j=1, 2, ….., 30). 
Ai = The image features (A1, A2, A3, A4, and A5). 

σi = 

The standard deviation of an image feature in 
a class (σ1, σ2, σ3, σ4, and σ5 determine the 

standard deviation of the image feature A1, A2, 
A3, A4, and A5 sequentially). 

 
In this study, the validation process includes the 

total numbers of 60 lungs X-ray image samples i.e., 20 
normal lungs X-ray images, 20 pleural effusion X-ray 
images, and 20 lung cancer X-ray images. The amounts of 
60 lungs X-ray image generates the specific image 
features which to be classified into the particular lungs 
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class (i.e., normal lungs class, pleural effusion class, and 
lung cancer class). The validation process using NBC 
method follows the Gaussian distribution probability 
formula, which derived in Equation 9 [24]. 
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22
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   

   
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Where: 
 

μi = 
The mean of an image feature in a class 
obtained from training process. 

σi = 
The standard deviation of an image 
feature in a class obtained from training 
process. 

Ai = 
The image features (A1, A2, A3, A4, and 
A5). 

C = The lungs class. 

P(Ai|C) = 
The Gaussian distribution probability of 
the image feature given by the class. 

 
To describe the performance of the NBC method, 

the 3x3 confusion matrix table was applied for this study, 
which shown in Table-1 [25], [26]. In the confusion 
matrix, the actual result is the result based on the 
observation (reality), whereas the predicted result is 
assessed by the NBC method. Both of actual result and 
predicted result have three lungs classes i.e., the normal 
lungs class, the pleural effusion class, and the lung cancer 
class denote the normal lungs condition, the pleural 
effusion condition, and the lung cancer condition 
sequentially. Then the case was divided into nine cases: 
TN, FN1, FN2, FP1, TP, FP2, FL1, FL2, and TL. For 
example, the TN case is when the actual result and the 
predicted result give the same conclusion i.e., the normal 
lungs class. The FN1 case is when the actual result has the 
pleural effusion result, but the predicted result gives the 
normal lungs result (For more detail of each case, see 
Table-1). Finally, the accuracy (AC) of the NBC method in 
the validation process is given by Equation 10[27], [28]. 
 

Table-1. The 3x3 confusion matrix table. 
 

  Actual Result 

  
Normal 

lungs 

Pleural 

effusion 

Lung 

cancer 

P
re

di
ct

ed
 

R
es

ul
t Normal lungs TN FN1 FN2 

Pleural 
effusion 

FP1 TP FP2 

Lung cancer FL1 FL2 TL 

 
Where: 
 
 
 
 
 
 

TN = Correctly classified normal lungs class. 
TP = Correctly classified pleural effusion class. 
TL = Correctly classified lung cancer class. 
FN
1 

= 
Classified pleural effusion class into 
normal lungs class. 

FN
2 

= 
Classified lung cancer class into normal 
lungs class. 

FP1 = 
Classified normal lungs class into pleural 
effusion class. 

FP2 = 
Classified lung cancer class into pleural 
effusion class. 

FL1 = 
Classified normal lungs class into lung 
cancer class. 

FL2 = 
Classified pleural effusion class into lung 
cancer class. 

 
T TN TP TL   ; 

100%.
1 2 1 2 1 2

T
AC

T FN FN FP FP FL FL
 

       
(10) 

 
RESULTS AND VERIFICATION 

In this study, the lungs X-ray images obtained 
from Airlangga University Hospital were applied to 
analyze the lungs condition, which divided into three 
groups i.e., the normal lungs, the pleural effusion, and the 
lung cancer. To improve the lungs X-ray images quality, 
we implemented the image processing analysis. In the 
image processing analysis, each lungs X-ray image was 
determined to obtain the five image features i.e., the 
feature mean (A1), the feature SD (A2), the feature kurtosis 
(A3), the feature skewness (A4), and the feature entropy 
(A5). Then the five image features would be used for the 
input parameter in the classification process. 

The Naïve Bayes Classifier was selected as the 
classification method in this study. The classification 
process using NBC method was divided into two 
processes i.e., the training process and the validation 
process. The training process included the total numbers of 
90 lungs X-ray image samples, whereas the validation 
process used the total numbers of 60 lungs X-ray image 
samples. In the training process, the lungs class as the 
output was divided into three classes i.e., the normal lungs 
class, the pleural effusion class, and the lung cancer class, 
which denoted the normal lungs condition, the pleural 
effusion condition, and the lung cancer condition 
sequentially. Whereas, the five image features (i.e., A1, A2, 
A3, A4, A5) were employed as the input parameter 
(predictors). 

The classification process using NBC methods 
needs two known parameters i.e., the mean of a class and 
the standard deviation of a class. In this study, each lungs 
X-ray image was represented by the five image features 
i.e., A1, A2, A3, A4, A5. Therefore, the total numbers of 
mean per class were five, i.e., the mean of A1, the mean of 
A2, the mean of A3, the mean of A4, and the mean of A5, 
which denoted as μ1, μ2, μ3, μ4, and μ5 respectively. In 
addition, the total numbers of standard deviation per class 
were also five, i.e., the standard deviation of A1, the 
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standard deviation of A2, the standard deviation of A3, the 
standard deviation of A4, and the standard deviation of A5, 
which symbolized by σ1, σ2, σ3, σ4, and σ5 respectively. 
Table-2 and Table-3 present the mean value and the 
standard deviation from several lungs class i.e., normal 
lungs class, pleural effusion class, lung cancer class. As 
we can see from Tables 2 and 3, every lungs class has the 
specific value of mean and standard deviation which 
shows the characteristic of each lungs condition. 
 
Table-2. The mean value of each image features from the 

various lungs conditions. 
 

Lungs class 
Mean 

μ1 μ2 μ3 μ4 μ5 

Normal 
Lungs 

66.13 62.23 9.094 6.643 118.8 

Pleural 
Effusion 

74.47 67.83 6.753 2.890 77.72 

Lung Cancer 78.78 71.45 6.694 3.772 117.9 

 
Table-3. The standard deviation of each image features 

from the various lungs conditions. 
 

Lungs class 
Standard deviation 

σ1 σ2 σ3 σ4 σ5 

Normal 
Lungs 

12.57 5.063 0.551 2.652 85.93 

Pleural 
Effusion 

9.690 3.503 0.322 1.938 76.29 

Lung Cancer 10.94 3.020 0.267 2.918 102.2 

 
In the validation process, the Gaussian 

distribution probability formula was used to classify the 
image features generated by 60 lungs X-ray image 
samples as the testing, which consisted of 20 normal lungs 
X-ray images, 20 pleural effusion X-ray images, and 20 
lung cancer X-ray images. Table-4 shows the confusion 
matrix result between the actual result and the predicted 
result. The numerical results of case TN, FN1, FN2, FP1, 
TP, FP2, FL1, FL2, and TL are 16, 2, 2, 11, 9, 0, 0, 3, and 
17 sequentially. Furthermore, to assess the performance of 
NBC method, the accuracy (AC) was determined in this 
study. According to the numerical calculation, the 
validation process using NBC method has the accuracy 
(AC) of 70%, which means from the total numbers of 60 
lungs X-ray image samples as testing; 42 correctly 
classified and 18 incorrectly classified. 
 

Table-4. The 3x3 confusion matrix result. 
 

  Actual result 

  
Normal 

lungs 

Pleural 

effusion 

Lung 

cancer 

P
re

di
ct

ed
 

R
es

ul
t Normal lungs 16 2 2 

Pleural 
effusion 

11 9 0 

Lung cancer 0 3 17 

CONCLUSIONS 
 This study successfully demonstrated the 

integrated image processing analysis and Naïve Bayes 
Classifier to classify the lungs condition based on the 
lungs X-ray image. The lungs conditions were divided into 
three groups i.e., the normal lungs, the pleural effusion, 
and the lung cancer. In the image processing analysis, the 
median filter and adaptive histogram equalization were 
used to enhance the quality of the lungs X-ray image. Each 
lungs X-ray image was analyzed to produce the five image 
features i.e., the feature mean (A1), the feature SD (A2), the 
feature kurtosis (A3), the feature skewness (A4), and the 
feature entropy (A5). Furthermore, the five image features 
were used for input parameters in the classification 
process. In this study, the classification process using 
Naïve Bayes Classifier was divided into two processes: the 
training process and the validation process. According to 
the numerical result, the Naïve Bayes Classifier has the 
accuracy (AC) of 70%. These findings indicate that the 
combination of the image processing analysis and the 
Naïve Bayes Classifier can be applied to classify the lungs 
condition and to assist the radiologist in diagnosing. 
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