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ABSTRACT
Cloud computing options a versatile computing infrastructure for large scale processing needs effective load equalization and migration of the cloud resources for rising the energy potency and resource utilization. The instructed resource allocation technique considers numerous parameters like migration time, waiting time, QoS, resource utilization etc. for effective and economical virtualized resource management and allocation. This paper aims at dispatching the computation load to any or all process nodes within the cloud computing atmosphere by considering the physical employment on every node therefore on stop bias during arranging computation resources and therefore improve the general computing performance in a heterogeneous cloud atmosphere.
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1. INTRODUCTION
There are various models of cloud computing for intelligently utilizing the resources. For managing dedicated on-demand computing resources for many users, a huge amount of cost incurs in the form of power consumption. As a result, clients have to pay heavy amount for renting computational services. Moreover, cloud resources are limited and network traffic could easily clog the services. Cloud computing also adds excessive carbon footprints to the environment. In this report, we will review how researchers have sorted out the problem of optimizing resources’ utilization and energy consumption in cloud computing.

Job scheduling is a very important task in cloud surroundings. Job scheduling is employed to apportion sure jobs to explicit resources especially time. In cloud computing, job-scheduling downside could be a biggest and difficult issue. The most aim of job programming formula is to boost the performance and quality of service and at identical time maintaining the potency and fairness among the roles and scale back the execution price. Associate degree economical job programming strategy should aim to yield less latency so the execution of submitted jobs takes place among a doable minimum time.

The paper here to present our vision, discuss the comparative study of different dynamic resource scheduling algorithm for optimized energy-aware resource management. Associate in Nursing projected an economical algorithmic rule for virtualized information centers in order that Cloud resources is a property in thought technology to drive advancements for future generations. Scheduling is a vital issue of current implementation of cloud computing. The demand for planning is to realize superior computing. Typically, it’s tough to search out Associate in Nursing best resource allocation for a particular job that minimizes the schedule length of jobs. There are 3 main phases of planning.

- Phase one is discovering a resource, that generates a listing of potential resources.
- Phase 2 involves gathering info concerning those resources and selecting the simplest set to match the applying needs. The selection of the simplest pairs of jobs and resources during this section may be a NP-complete downside.
- In the third section, the work is executed.

This paper aims to describe various methods used for task Scheduling problem for Cloud resources. Then we will describes background study of different scheduling techniques for Cloud resources and compare them with dynamic heuristic resource scheduling inspired from Particle Swarm Optimization. And we will show a comparative analysis of task Scheduling for them with a single dataset.

2. RELATED WORK
The resource management is essential to maintain the trade-off between the energy and performance across the dynamically arriving user’s tasks in are source-abundant ubiquitous cloud environment. Several existing research systems address an emerging research constraint of Energy efficiency in heterogeneous cloud computing environment [10, 11]. The workload management is considered as the main technique, which has been used to minimize the energy consumption. Dynamic load balancing algorithms distribute the workload across the physical nodes during execution by making the distribution decisions based on the current load information [12]. An exponential smoothing forecasting mechanism based dynamic load balancing strategy [13] effectively reduces the server load and improves the...
service quality by exploiting the Weighted Least Connection (WLC) algorithm [14], which is referred as Exponential Smooth forecast based on WLC (ESWLC) approach[26]. The WLC algorithm based load balancing based on the number of connections existing on each node to allocate the task to the node which has the least number of connections [26]. However, the WLC method lacks in analyzing the capabilities of each resource or node including storage capacity, processing speed, and bandwidth. Dual Direction FTP (DDFTP) algorithm [15] provides an efficient load balancing mechanism to utilize the server and network resources precisely in a dynamic environment. The mechanism of this approach can also be used for load balancing in a cloud environment. Load Balancing Min-Min (LBMM) algorithm [16] employs the Opportunistic Load Balancing (OLB) algorithm in three-level load balancing framework to distribute the workload efficiently. However, it leads the delayed processing time, since it lacks in considering the execution time of each resource. To achieve effective load balancing, the cloud data centers migrate and deploy the VM resources dynamically to provide the service, without violating the SLAs [17, 27].

The high energy consumption of the cloud data center is not only caused by the quantity of the computing resources, but also by the inefficient utilization of the cloud resources [18, 19, 24, and 32]. A scalable and virtual autonomic resources management framework [19] exploits an Ant Colony Optimization (ACO) based VM consolidation algorithm to balance the workload of the hosts by consolidating the VMs. ACO based scheduling approach [20] optimally allocates the input job requests to the corresponding virtual resources based on the demand of the users and the availability of the data center resources. It minimizes the Makespan of a given set of tasks by randomly searching the appropriate resources among the available resources. With the target of reducing the required number of hosts, EnaCloud [21] aggregates the workloads of VMs into a single host node based on the resource characteristics of the virtual resources. It facilitates the system in minimizing the energy consumption of the data center. VM selection and placement method [22] plays a significant role in the process of VM migration in the context of energy-efficient load balancing. VM migration algorithm [23] employs a fuzzy decision-making method to dynamically utilizes the energy-efficient cloud resources by Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) approach [31]. TOPSIS approach identifies the maximally loaded physical servers as the overloaded hosts and takes a migration decision. An energy-aware VM placement algorithm [24] focuses on reducing the energy cost and increasing the resource utilization during migration in the cloud data center. An energy-efficient approach [25] considers the performance degradation during the migration process and presents a dynamic consolidation framework to improve energy efficiency while ensuring the certain SLA levels. Markov chain model based dynamic consolidation approach [26] optimally manages the host overload detection in the cloud data center under the specific QoS goal. It makes the energy-efficient cloud data center by dynamically consolidating the VM resources. The dynamic placement of the workload relies on the current workload of the cloud resource and optimization technique of ACO meta-heuristics to accomplish the energy-efficient cloud data center [27]. An approach [28] enhances the standard Particle Swarm Optimization (PSO) algorithm by introducing the mutation mechanism and a self-adapting inertia weight methodology. It optimizes the task execution time in the sense of running time and the resource utilization by dynamically balancing the workload of the resources.

These conventional works describe that dynamic consideration of the cloud data center resources plays a crucial role in providing the effective cloud service. However, the cloud system still requires an optimal trade-off between the energy and performance instead of focusing on the dynamic resource allocation. Thus, the proposed approach dealing with the energy-performance trade-off by periodically monitoring the load of the resources, predicting the future utilization, and takes the migrating decision.

3. ARCHITECTURAL FRAMEWORK FOR SCHEDULING

3.1. Task scheduling procedure

Clouds aim to drive the planning of consequent generation knowledge centers by architecting them as networks of virtual services (hardware, database, computer program, application logic) in order that users will access and deploy applications from anywhere within the world on demand at competitive prices counting on their QoS needs. During a cloud setting, task programming is needed to distribute the dynamic work equally among all the nodes or resources. Load equalization or task programming helps in higher allocation of the resource. It helps in implementing fail-over and avoiding bottlenecks. With the assistance of Task programming techniques, knowledge are often sent and received with none major delays. In cloud computing setting, several algorithms area unit gift that helps in correct task programming between all out there servers. They will be applied within the cloud system with appropriate verifications.
Task programming algorithms are unit divided into 2 sorts in an exceedingly cloud environment: Batch mode heuristic programming algorithms (BMHA) and online mode heuristic algorithms. Several algorithms are provided by BMHA technique. From them, initial return initial Served algorithmic program (FCFS), spherical Robin programming algorithmic program (RR), Min-Min algorithmic program and Max-Min algorithmic program area unit main algorithms that provided by BMHA technique. In on-line mode heuristic programming algorithmic program, it's vital to estimate the correct load, it must do a comparison of all load during this technique. CPU load, the number of memory needed combining along to calculate the load of a machine. Users might expertise several major issues while not load leveling like delays, timeouts and long system responses.

3.2 Proposed methodology

3.2.1 The paper aims and objective

- To develop algorithms to predict future resource utilization and host overloading condition during resource allocation in dynamic cloud environment
- To perform energy-efficient VM migration to accomplish load balancing and improve the resource utilization of the cloud providers while consistently meeting the negotiated SLAs.
The proposed methodology targets to provide a novel resource allocation framework to support dynamic system level optimization of cloud computing services. It employs the Markov chain model, and PSO technique to enhance the dynamic resource allocation. The proposed system incorporates three phases of optimal resource allocation such as Markov chain model based resource allocation, Host statistics based load imbalance identification, and Dynamic load balancing based VM migration, as shown in Figure-3.

### 3.2.2. Markov chain model based resource allocation

The proposed system measures the availability regarding a load of each host according to the request characteristics of the cloud users. A Markov process may be a stochastic process (random process) within which the chance distribution of this state is not absolutely freelance of the trail of past states, a characteristic known as the Andrei Markov property. Markov chain may be a discrete-time stochastic process with the Markov property. We will use a VM finding example to show Markov chains, since it is a simple and well-studied case. It is a technique in which the frequency of the VM sequence is higher than other regions. We want to develop a probabilistic model for VM selection, such that every task sequence is generated by the model for appropriate machine. Since selection is important, we want a model that generates sequences in which the probability of a selection depends on the previous selection. It is normally wont to predict the distant way forward for dependent events. This ideal may be applied to a simplified Datacenter prediction, though the accuracy is low in predicting immediate one.

A basic example of a Markov chain consists of a current state, usually compiled into a state vector c, and a random matrix P, AN nxn assortment of chance vectors supported the amount of states (n). This state is employed for the premise of the long run states. The ensuing Markov process is so shaped wherever c1=Pc0, c2=Pc1,... c(k+1)=Pck, wherever k is AN integer [29]. Power consumption of server may be diagrammatic as follows: P = zero.2782 *Util + fifty one.2765. Wherever P is that the power consumption of our physical server, and Util is that thecentral processor utilization. [30].

#### Algorithm 1: Modified Markov Chain Model for arranging VMs in decreasing order of Power utilization (MCM)

**Input:** VMList, No Of Tasks, Allocated Resource, State Set (Sx)

**Output:** VM allocation, New Coordinates

1. VMp = \[
\frac{\text{P}}{\text{VMList}(P)} - \text{misc}
\]
2. x = initial state
3. while (VMp[T] > VM[Tassigned])(T for Theshold)
   1. repeat n times {
      1. Choose random neighbor y ∈ Sx
      2. if (E(x)≤ E(y)) then
         1. choose x
      3. else
         1. choose random z ∈ (0,1)
         2. if z < \[
\frac{e^{-E(y/kT)}}{e^{-E(x/kT)}}
\] then x=y (by Boltzmann distribution)
   4. T=T *0.9
5. return x

Where VMp is the power consumption by a VM, kT (a constant of the distribution) the merchandise of Boltzmann's constant and thermo.
3.2.3 Host statistics based load imbalance identification

The proposed approach dynamically monitors and updates the statistics of the allocated hosts based on the resource usage predicted by the Markov chain model. It facilitates the system to determine the overloaded hosts and select the VMs to be migrated based on the VM utilization while migrating the VMs from the overloaded host. The PSO technique optimally selects the feasible VM resource for each request from the available resources by focusing on the load balancing factor.

Dynamical temperature. The Markov chain model assisted with PSO technique dynamically allocates the VM resources to the appropriate input requests by exploiting the knowledge of future prediction value of host load. The host load prediction refers the expected load of each host after allocating a specific request on the selected VM resource. The PSO technique optimally selects the feasible VM resource for each request from the available resources by focusing on the load balancing factor.

3.2.3 Host statistics based load imbalance identification

The proposed approach dynamically monitors and updates the statistics of the allocated hosts based on the resource usage predicted by the Markov chain model. It facilitates the system to determine the overloaded hosts and select the VMs to be migrated based on the VM execution time, which leads to the significant improvement on energy optimization in the cloud services.

- **A.** Observation associated not to the state that's visible to an external observer [33].
- **B.** A Hidden Markov Model (HMM) could be a framework with 2 levels of hierarchy. It is wont to model rather more complicated random processes as compared to a conventional Markov model.
- **C.** The state transition probability matrix $A = [a_{ij}]$, where $a_{ij} > 0$ for all $i, j$.

Here $a_{ij}$ is the probability that the system will be in state $j$ after transitioning from state $i$. The sum of all probabilities for a particular state $i$ is 1.

$$\sum_{j=1}^{N} a_{ij} = 1, 1 \leq i \leq N$$  \hspace{1cm} (1)

- **D.** The remark symbol probability matrix $B = \{b_j(k)\}$, where

$$b_j(k) = p(V_k|S_j), 1 \leq j \leq N, 1 \leq k \leq M$$  \hspace{1cm} (2)

- **E.** The initial state probability vector $\pi$, where

$$\pi_i = P(q_1 = S_i), 1 \leq i \leq N$$  \hspace{1cm} (4)

Such that

$$\sum_{i=1}^{N} \pi_i = 1$$  \hspace{1cm} (5)

- **F.** The remark sequence $O = O_1, O_2, O_3 ... O_r$, where every remark $O_t$ is one amongst the symbols from $V$, and $R$ is the range of remarks within the sequence.

It manifest that an entire specification of associate HMM desires the approximation of 2 model parameters, $N$ and $M$, and three risk distributions $A$, $B$, and $\pi$. We use the notation $\lambda = (A, B, \pi)$ to specify the whole set of parameters of the model, where $A$, $B$ implicitly contain $N$ and $M$.

As mentioned on top of, associate observation sequence $O$ may be generated by several potential state sequences. Take into account one such explicit sequence alphabetic character $q_1, q_2 ... q_r$ where $q_1$ is that the initial state. The chance that $O$ is generated from this state sequence is given by

$$P(O|Q, \lambda) = \prod_{t=1}^{R} P(O_t|Q_t, \lambda)$$  \hspace{1cm} (6)

The statistical independence of observations of above equation can be assumed and expanded as

$$P(O|Q, \lambda) = b_{q_1}(O_1)b_{q_2}(O_2)b_{q_3}(O_3)...b_{q_R}(O_R)$$  \hspace{1cm} (7)

The state sequence probability $P(Q | \lambda)$ is given as

$$P(O|Q) = \pi_{q_1}a_{q_1q_2}a_{q_2q_3}...a_{q_{R-1}q_R}$$  \hspace{1cm} (8)

Thus, the generation of the observation sequence probability $P(O | \lambda)$ by the HMM can be written as follows:

$$P(O | \lambda) = \sum_{Q} P(O|Q, \lambda)P(Q|\lambda)$$  \hspace{1cm} (9)

Deriving the worth of likelihood of the observation sequence $P(O | \lambda)$ exploitation the direct definition of is computationally intensive. Hence, a procedure to calculate the worth named as a Forward-Backward procedure is employed to compute $P(O | \lambda)$. The likelihood of generation of the observation sequence determined by the HMM is given exploitation formula [33].

$$P(O | \lambda) = \sum_{Q} P(O|Q, \lambda)P(Q|\lambda)$$  \hspace{1cm} (10)

Here, the next load data is generated by proposed algorithm and it helps to estimate the upcoming load values approximation using probability of states and provide the new load pattern that arises in at least five steps ahead.

3.2.3 Dynamic load balancing based VM migration

Applying the Markov chain model and PSO technique on the cloud resources identify the target hosts for the selected VMs. The identification of target host ensures the load balancing and improves the resource utilization while migrating the VMs from the overloaded host to the target host. The dynamic load balancing based VM migration provides the seamless execution to the end...
user, which increases the profit by reducing the energy consumption, and migration cost.

This work demonstrates the proposed approach using the CloudSim toolkit which is a generalized simulation framework. The CloudSim toolkit supports the modeling of simulation based trials to perceive the actual behavior of the proposed algorithm. This simulation framework enables the modeling, simulation, and experimenting the application services and the cloud infrastructure.

4. SCHEDULING OF DATA CENTER RESOURCES

In this section, we have used Modified Load Balancing using PSO (MLPSO) algorithm because of its command over meta-heuristic methods and implemented in CloudSim simulator to schedule the tasks and discussed the results. Our main aim is to schedule maximum number of tasks in minimum time.

The reason behind the restricted variety of resources that may be set to the frequency of use of the processor and also the indisputable fact that every particle remembers the coordinates of the most effective resolution (gbest) achieved to date. The coordinates of current international best (pbest) are hold on. The coordinates of the particle area unit updated consequently. Moreover, these studies have shown that on the average associate degree idle server consumes just about less variety of the resources consumed by the server running at the complete processor speed. This truth justifies the technique of shift idle servers to the sleep mode to cut back the entire power consumption by truthful load leveling. Therefore, during this work we tend to use the facility model outlined in (1).

\[ NC = C + C_1 \times r \times (pbest - C) + C_2 \times r \times (gbest - C) \]  

Where NC represents new coordinates, C represents coordinates and C1, C2 are learning factors and r is a random number between 0 and 1.

The PSO use the following equations to update its velocity and position (31)

\[ v(k + 1) = w \cdot v(k) + c_1 \cdot r_1 \cdot (pbest - x(k)) + c_2 \cdot r_2 \cdot (gbest - x(k)) \]  

\[ x(k + 1) = x(k) + v(k + 1) \]

where x and represent the rate and also the position of the particle, severally; c1 and c2 are unit positive constants cited as acceleration constants; r1 and r2 are unit random numbers between zero and 1; pbest refers to the most effective position found by the particle and gbest refers to the worldwide best position and eventually w is that the inertia weight.

Algorithm 2: Modified Load Balancing using PSO (MLPSO)

**Input:** hostList, vmList, NoOfTasks, schedulingPolicy

**Output:** VM allocation, New Coordinates

1. Numbers of particles ≤ maximum iteration, particles
2. IDs List of VMs ≤ VMlist (this solution is not the final solution but it just an initial solution)
3. for every VM in vmList do
   a. allocatedHost ← NULL
4. for every host in hostList do
   a. if host[R]≥Resource[VM] then
   b. Pbest ← estimatePower(host, VM) (pbest: best position of every Task)
5. Repeat steps two to six till a stopping condition is met. Stopping condition is also the utmost variety of iterations or no modification in fitness worth of particles for consecutive iterations.
   a. If allocated Host/= NULL then
   i. assign VM to allotted Host
7. return allocation

4.1 Allocation of data center

4.1.1. Experimental setup

Here, we will discuss a performance analysis of two resource allocation policies i.e. Round Robin and proposed Modified Load Balancing using PSO. Here in experiments, we calculate the migration time of VMs. This is even on modify live migration the pictures and information of VMs should be hold on on a Network connected Storage (NAS); and thus, repeating the VM’s storage isn’t needed. Live migration creates an additional mainframe load; but, it’s been shown that the performance overhead is low [32]. Here we have represented the number of tasks as the workload of the cloud application. We prepared the dataset with all virtual machines having the same configuration. As per input dataset the number of virtual machines is 5 per host machine and total 20 hosts are provided which is allotted with 6 different zones currently available with datacenter.
4.1.2 Implementation

One of the oldest, simplest, fairest and most generally used algorithms is Round-robin (RR). The fundamental purpose of this algorithmic program is to support time-sharing systems. This algorithmic program is comparable to FCFS formula currently it's a preventative FCFS scheduling. The preemption takes place when a hard and fast interval of your time referred to as the time quantum or time slice. Its implementation needs timer interrupts supported that the preemption takes place. The performance of this algorithm depends upon many factors: Size of time quantum.

a) If time quantum’s size is large than this algorithm becomes same as FCFS and thus performance degrades
b) If time quantum’s size is extremely little then the quantity of context switches will increase significantly and also the time quantum nearly equals the time taken to modify the system from one process to a different, that isn't fascinating the least bit variety of context switches
  - The variety of context-switches should not be too several to block the general execution of all the method. Time quantum ought to be massive with relation to the context switch time.

MLPSO algorithm is enforced with the assistance of simulation package Cloudsim and CloudSim based mostly tool. Java language is employed for implementing VM load equalisation algorithmic program. This Simulation could be a technique wherever a program models the behavior of the system (CPU, network etc.) by calculating the interaction between its totally different entities victimisation mathematical formulas, or really capturing and taking part in back observations. Here it's done underneath a framework that allows seamless modeling; simulation and experimenting on planning while not cloud infrastructures. Here we have a tendency to sculpturesque datacenters, host, service brokers, programming and allocation policies of an outsized scaled cloud platform.

It supports VM provisioning at 2 levels:

a) At the host level: it's attainable to specify what proportions of the process power of every core are going to be assigned to every VM referred to as VM policy Allocation.
b) At the VM level: The VM assigns a set quantity of the accessible process power to the individual application services (task units) that square measure hosted at intervals its execution engine referred to as VM programming.

4.1.3 Parameters

We assume that tasks square measure reciprocally freelance i.e., there's no precedence constraint between tasks and tasks aren't preventive and that they can't be interrupted or enraptured to a different processor throughout their execution.

We have simulated 20 data centers comprising each with 100 heterogeneous physical nodes. Each node is having either linux or window operating system with one core CPU mapped with 10 VMs each. The CPU performance equivalent to 1k or 2k MIPS, 1 TB of storage and 4 GB of RAM. Each VM runs a web-application or any quite application with a variable work that is sculptured to get the employment of central processor in keeping with a uniformly distributed stochastic variable. Every experiment has been run for 60 minutes.

Simulation results

![Figure-5. Optimization of VM placement according to the utilization of multiple system resources using RR algorithm.](image_url)
5. PERFORMANCE METRICS

Among various performance metrics we choose throughput into thought so as to live and judge the chosen job programming algorithms. This performance metric is further explained below.

The Ligo real dataset (Brown et al., 2007) is employed. The dataset was drawn by a group of XML files that change within the range of jobs. Every file contains a group of jobs and their necessities like job length, job ID, lists of input and output files and their sizes. Set of six files has been taken to be the employment of this analysis wherever the amount of jobs is 50, 100, 200… 1000. The missing parameters in job’s characteristics like the point in time, file location and also the begin and end deadlines square measure completed at random supported the job’s length and information size found within the XML files.

5.1. Throughput

In this study, every job is assumed to own exhausting dead-lines that represent the finishing time. Therefore, the outturn is that the range of executed jobs, that is calculated to check its potency in satisfying the...
roles dead-lines. The outturn is calculated victimization Equation 14:

Throughput \( J = \sum_{j \in J} X_j \)  

(14)

Where:

\( j \) = Job from the list of jobs

\( J \) = List of jobs

6. CONCLUSIONS

This paper presented a complete overview of the cloud resource allocation, its applications and also explained conventional techniques for performing the optimized resource allocation in a cloud environment. From the conventional researchers, it is well known that there is an essential requirement of dynamically providing the energy-efficient cloud services to the end-users. Hence, the proposed approach presented a novel idea for maintaining the trade-off between the efficient resource allocation and the performance. It employs the Markov chain model to predict the resource utilization of the workloads and PSO technique to allocate the cloud resources optimally in an effective and efficient manner, associated with the dynamic load balancing based VM migration method.
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