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ABSTRACT 

To develop qualitative software products in a given schedule it is necessary to estimate the software effort. The 

effort estimation is helpful to the project managers to determine effort required to complete qualitative software products. 

In this paper we proposed a novel linear regression model based on software size metric. We applied proposed regression 

model on 60 real time BPO projects. The proposed regression model considers a linear relationship between size and 

effort. To validate the accuracy of regression equation, we calculated Rଶ value. We used MMER and PRED(x) to calculate 

error rate and made comparisons with standard models. The proposed model has shown much closed and better results 

against some standard estimation models. 
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1. INTRODUCTION 
The problems faced by project managers in 

managing and controlling software projects are overrun of 

effort estimation. It surely affects project designers to 

make correct decisions and leading to the failure of entire 

software project development. For the last decade there is 

a growth in demand for software development team to 

build quality application software in the competitive 

global markets. The total investment of application 

software development and maintenance has been overrun 

for the past ten years. As analyzed by [1] [2], the 

embellish effort schedule is varied substantially from 41% 

to 258%, and the total investment over-prediction is from 

97% to 151%. Besides, there are researches conducted by 

US government agencies admit that 50% of these projects 

have been beat the estimated costs while in the case of 

46% of those developed projects were useless, 60% of the 

software project development beats the original scheduled 

completion time [3]. The results indicated that not only the 

importance of planning and controlling over software 

projects, but also the early effort estimation of software 

project development is important too. The next section 

explains background and related research for our project. 

In section 3 describes the proposed methodology. Section 

4 describes experimental results and section 5 describes 

conclusion. 

 

2. BACKGROUND AND RELATED WORK 

The below section describes the main concepts 

used in this paper which includes empirical parametric 

estimation models, linear regression and evaluation 

criteria. 

 

2.1 Empirical estimation models 

These models mainly rely on the experience 

gained on previously developed projects.  They used size 

and effort value in the form of explicit function, by 

applying regression analysis methods like linear and 

exponential dependence. Generally effort is expressed in 

values such as man-hour or man-day. 

Many empirical parametric models have been 

developed over time resulting in attempts to determine the 

best among them which would be stood standard. Once 

such model is determined, one should have sufficient valid 

data to be able to establish the relation between estimated 

value and independent parameters in the model. One of the 

popular known empirical parametric models developed 

hitherto is the form of 

 

Effort = A (LOC) B                                                         (1) 

 

Where Effort is in the form of man-months to 

implement the system and LOC is source line of code to 

be developed. This model had been investigated by 

Walston and Felix, Bailey and basil, Boehm (1981, 2004) 

[4] [5] as the basis for COCOMO model. Walston and 

Felix have reached the value for b<1 and other researchers 

have reached values>1.Kitchenham (1992), Kitchenham 

and Pearl Brereton [6] (2010) in his research concludes 

that in the prevailing number of cases the value of b is 

close enough to 1 which justifies consideration of 

introducing linear dependence between the number of 

code lines and effort. In order to verify this theory, Banker 

[7], Chang and Kemerer (1994), used model form: 

 

Effort = a + bLOC + c LOC 2                                          (2) 

 

The best known and most widely used metrics 

among them is function points metrics. A number of 

researchers, among them Albrecht and Gaffney (1983), 

(Kemerer 1987), Kemerer (1993) Matson, Barret and 

Mellichamp (1994), [8] [9] have examined models form: 

 

Effort = a + b FP                                                              (3) 
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Where Effort (man-months) is work required for 

the realization of the system and FP is the number of 

function points. 

Basili and Panlilip Yap [10] (1985), (Basili et al., 

1996), suggest a model that would be based on counting 

the number of pages of the system documentation. 

 

Effort = a + b Number of pages Documentation                 

(4) 

 

Brownlow (1994) [11] researches effort 

estimation model that can be applied on object-oriented 

system analysis and design. It is based on the number of 

objects and services of the system. The form of the model 

researched is following 

 

Effort=a+b Number of objects +c Number of Services          

(5) 

 

Conte, Dunsmore i Shen [12] (1989) introduce 

COPMO model, which also connects effort, value and 

number of personnel members. This model is based on a 

presumption that the total effort required for system 

development can be divided into individual team member 

effort plus effort required for coordination of their labor. 

The derived model has following form:  

 

Effort = a + b LOC + Average Team member Numbe𝑟𝑑   

(6) 

 

Where average team member number is 

calculated as quotient of effort and total project duration. 

    

2.2. Linear regression model 

Linear regression is a statistical procedure for 

predicting the value of a dependent variable from an 

independent variable when the relationship between the 

variables can be described with a linear model (aka 

predictors) (Allison, 1984). 

A linear regression equation can be written as  

 𝑝ܻ = 𝑚𝑥 + 𝑏                                                                     (7) 

 

Where   𝑝ܻthe predicted value of the dependent 

variable, m is is the slope of the regression line, and b is 

the Y-intercept of the regression line.  

 

2.3. Evaluation criteria 
To assess the accuracy of the proposed estimation 

model, we have used the most common evaluation criteria. 

 𝑀𝑅𝐸𝑖=∑  ே𝑖=ଵ ஺஻ௌሺ஺஼்௎஺௅ாிிைோ்𝑖−ாௌ்𝐼ெ஺்ா஽ாிிைோ்𝑖ሻ஺஼்௎஺௅ாிிைோ்𝑖         (8) 

 

MMRE can be achieved through the summation 

of MER over N estimated observations. 

 

MMRE=
ଵே ∑ 𝑀𝐸𝑅𝑖ே𝑖=ଵ                                                       (9) 

 

PRED(x): The prediction level used as a 

complementary criterion to MMER.PRED calculated the 

ratio of projects MMER that fails into the selected 

range(x) out of the total projects. 

 

PRED(x) = (1-(
∑ ௔௕𝑠ሺ஺.ாிிைோ்𝑖−௉.ாிிைோ்𝑖ሻ𝑛𝑖=1 ே ሻሻ ∗ ͳͲͲ    (10) 

 

Where N is total number of data items in the dataset. 

 

3. REGRESSION MODEL 

Linear regression is a statistical method that 

allows us to summarize and study relationships between 

two continues variables. One variable is denoted x, the 

predictor, explanatory or independent variable. The other 

variable, denoted y is regarded as the response, outcome, 

or dependent variable. Legendre (1805) and Guess (1809) 

were among the first persons who worked with regression 

models 200 years ago. Software professionals and project 

managers use historical data to build regression models. 

The simple linear regression model is 

 𝑖ܻ=𝛽଴+ 𝛽ଵ* 𝑖ܺ+𝜀𝑖                                                            (11) 

 

When looking to summarize the relationship 

between a predictor x and a response y, we are interested 

in knowing the population regression  

 𝑖ܻ=𝛽଴+ 𝛽ଵ* 𝑖ܺ                                                                  (12) 

 

3.1. Proposed regression model 

Proposed regression model was implemented 

using 60 BPO projects. We have taken project size as 

independent variable and effort as dependant variable. If 

the data is properly distributed the regression equation will 

be 

 

Effort=𝛽଴+𝛽ଵ*KLOC                                                     (13) 

 

Where𝛽଴, 𝛽ଵ are constants, KLOC means kilo 

source lines of code. Based on Figure-1 and Figure-2, it 

can be seen that the data is normally distributed. Thus the 

linear relationship between effort and size is  

 

Effort = -4.8993+5.4104 * KLOC                                 (14) 

 

The equation (14) of regression model is applied 

based on the following steps. 

 

Step 1: Collection of data with size and actual effort 

values 

Step 2: perform logarithmic transformation of data if 

required 

Step 3: Applying proposed linear regression model on 

data 

Step 4: Performance evaluation 

 
Collection of data: We have taken 60 BPO 

projects data from [13]. The data consists of two attributes 
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namely size in the form KLOC and Effort required to 

implementing every project. 

 

Data transformation: If the data is not 

distributed properly, perform logarithmic transformations 

over data. 

Apply regression model: Apply proposed linear 

regression equation on 60 BPO projects data to get 

proposed effort  

Performance Evaluation: Performance of the 

proposed model is verified by MMRE and PRED(x) 

values obtained from test sample  

 

4. EXPERIMENTAL DETAILS  

In the proposed research we have collected data 

from [13] are used. In this table, every row contains details 

required to develop one project. First column represents 

project number, second column represents project size in 

the form of kilo lines of source code (KLOC) and actual 

effort required expressed in terms of persons-months. 

Statistical measures of data collected are depicted in 

Table-2. From this table it can be observed that the 

projects data sets are normally distributed based on the 

values of skewness and kurtosis. Hence logarithmic 

transformations are not needed.                                

A method was applied to measure the accuracy of 

the regression equation. For this purpose, the value of the 

coefficient of determination 𝑅ଶ was measured. 𝑅ଶ is the 

percentage of variation in Effort explained by the variable 

Size. An acceptable value of 𝑅ଶ is ≥ 0.5 [14]. The value 𝑅ଶ reported for the regression model in is 99.78. 

Approximately 99 % of the variation in Effort can be 

explained by the variable Size. We found that correlation 

coefficient is 99.89.This shows that there is strong 

correlation between Size and Effort.  

 

Table-1. Statistical measures of 60 projects dataset. 
 

Project 

type 
Min Max Mean Median 

Standard 

deviation 
Skewness Kurtosis 

60 2.5 20 8.59 7.4 18.27 0.893644 2.941347 

 

 
 

Figure-1. Histogram of actual effort values for 60 

projects. 

 

 
 

Figure-2. Histogram of size values for 60 projects. 

 

 

Table-2. Estimation models used in related works. 
 

Related Paper Estimated model 

COCOMO-II[15] Effort=2.9*kloc
1.10

 

Bailey-Basil[16] Effort=5.5*kloc 
1.16

 

SEL[18,19] Effort=1.4*size
0.93

 

Doty(for kloc>9)[17] Effort=5.288*kloc
1.047

 

H Patra[13] Effort=EAF*2.9*(kloc)
1.2

 

 

 
 

Figure-3. Scatter plot for actual size and actual effort. 
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Figure-4. Scatter plot of actual size and proposed effort. 

 

4.1. Model evaluation and discussion 

This section presents the evaluation of regression 

model based on MMRE and PRED. The regression model 

was evaluated using 60 datasets the criteria uses MMRE, 

PRED (0.50), PRED (20) and PRED (10).The below table 

6 shows evaluation values of proposed and existing 

models. 

 

4.2. Comparison and analysis of results 

On the basis of results obtained, the estimated 

effort using various efforts estimation models are 

compared. We compared our proposed regression model 

with standard effort estimation models shown in Table 3 

on same data set. For estimation models shown in the 

Table-3, we calculated MMRE and PRED. Performance 

comparisons made in the form results. Table-4 shows 

MMRE and PRED values for different software effort 

estimation models over 60 BPO projects. It can be 

observed that the obtained results from the proposed 

model provides better prediction accuracy values than 

results obtained from estimation models given in Table-3. 

 

Table-3. Comparisons of errors and prediction accuracy values using proposed regression model. 
 

 
Proposed Bailey SEL COCOMO Doty H Patra 

MMRE 0.035 0.633 0.737 0.237 0.249 0.069 

PRED(50) 100 1.06 0 100 90 100 

PRED(25) 100 0 0 63 61 100 

PRED(10) 83 0 0 4 4 75 

 

 
 

Figure-5. MMRE Comparisons of Estimation models. 

 

5. CONCLUSIONS 

In this paper, we proposed a linear regression 

model to estimate software effort. We have applied a 

linear regression model on 60 real time BPO data sets. We 

compared proposed regression model against existing   

effort estimation models like COCOMO, DOTY, SEL, 

BAILY-BASIL, H-PATRA. We used MMRE, PRED (.50) 

and PRED (.25) and PRED (.1) efficiency measures to 

assess the accuracy of proposed regression model. We 

observed that the proposed regression model has shown 

low MMRE and high PRED when compared to other 

models. As a result we believe that the proposed 

regression model can be used to estimate software effort. 

Future work will focus on to use the regression models 

with soft computing techniques on huge real time data set. 
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