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ABSTRACT 

Speech carries vast information about age, gender and the emotional state of the Speaker. Emotion Recognition is 

a difficult task of identifying a specific emotion from a speaker. In this work the effect of Discrete wavelet Transform 

(DWT), Cepstrum, Pitch and Mel-Frequency Cepstral Coefficients (MFCC) are considered in the detection of emotions 

and later the samples are trained and tested for recognizing the specific emotion. The data base considered is Telugu-Data 

Base which is prompted by two speakers male and female which contains four emotions Happy, Angry, Sad and Neutral. 

Various combinations of features are performed to recognize the corresponding emotion and these features are referred as 

Emotion-specific features. By considering these features combination recognition rate is increased. Features DWT, 

Cepstrum, MFCC and Pitch are used to extract the feature information. After feature extraction classification is performed 

by back-propagation neural network algorithm and later the performance is evaluated.  

 
Keywords: emotion recognition, DWT, cepstrum, MFCC, neural network. 

 

1. INTRODUCTION 
A remarkable study is being done in the current 

years for improving human machine interaction on Speech 

Emotion Recognition (SER). The major issues in handling 

with analysis of emotions in speech are details of emotion, 

collection of data and feature representation [1]. The 

fundamental states of a speaker are emotions and the 

outgoing values of the fundamental states are emotion 

expressions [2]. The features which are used for 

investigation are prosody, voice quality and spectral 

features, these carry emotion correlates and these features 

are speaker and sound-specific [1]. Pattern recognition 

models like GMMs, SVMs, ANNs and HMMs are 

educated on the features extracted. Majority of the feature 

representations are speaker and sound-specific, hence the 

above said pattern recognition models require a 

phonetically/phonemically balanced data, covering several 

speakers. In realistic sense, it is complicated to gather such 

a database [1].  

In several studies [3, 4, 5], it is found that there is 

some uncertainty among angry and happiness emotions. 

The results with respect to accuracy for emotion 

recognition systems designed and tested using simulated 

parallel corpus [4, 5, 6] is better when compared semi-

natural or natural databases [7]. Fundamental frequency 

(F0) of emotional speech was the basis for previous 

studies [8]. 

The effect of Discrete Wavelet Transform (DWT) 

along with Cepstral coefficients in the recognition of 

emotions is performed and also a relative analysis of 

DWT, Cepstum, Mel-Frequency Cepstral Coefficients 

(MFCC) and pitch coefficients on emotion classification is 

done. Usage of compact feature vector, algorithm resulted 

improved recognition rates in identifying emotions from 

Telugu speech corpus with good accuracy. The method in 

[9] has produced a substantial decrease in the 

misclassification efficiency which is better than the 

algorithm said by [10], where only synthetically enlarged 

MFCC coefficients are considered as feature vector. 

Feature extraction will play a significant role 

while extracting features [11, 12]. In order to extract 

features there are several analysis. In this work Spectral 

feature MFCC is considered for high accuracy, for  

Prosody feature Pitch is considered and 

concatenating with other two different features Cepstrum 

and DWT and this combination is called as Emotion-

Specific Feature Set. 

 

2. EMOTION RECOGNITION 

In identifying the Emotional state of a speaker the 

block diagram shown in Fig. 1 is considered. Steps to 

perform the emotion recognition are Speech Pre-

Processing, Feature Extraction and Classification. 

 

2.1. Speech pre-processing 

Pre-Processing on a given speech signal is 

performed to avoid un-voiced segments in the speech 

signal which will improve the accuracy of feature 

extraction. This pre-processing is done by using an energy 

equation (1). 

ሺ𝑛ሻݕ  = ∑  (1)                                                                     2ݔ
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Figure-1. Block diagram of Emotion Recognition.. 

 

2.2. Feature extraction 

The features extracted are from the pre-processed 

speech signal. The features extracted are DWT, Cepstrum, 

MFCC and Pitch. After the features are extracted different 

combinations of features are considered for classification. 

 

2.2.1 Noise elimination using DWT 

Input to Noise elimination is pre-processed 

speech signal and output is de-noised signal. Steps 

considered for eliminating the noise from the signal are 

apply DWT to Pre-Processed signal, assign a threshold 

limit using Soft Thresholding and apply Inverse Discrete 

Wavelet Transform (IDWT). 

 

2.2.1.1 Discrete Wavelet Transform (DWT) 

DWT plays a crucial role in evaluation of 

emotion performance. Here DWT is used to eliminate 

noise in speech signal. The type of wavelet used is ‘db4’ 
because of its high accuracy [13]. 

 

2.2.1.2 Assign threshold limit using soft thresholding  

            and IDWT 
Noise eliminating with the help of soft 

Thresholding is also referred as wavelet decomposition. 

To select threshold value equation (2) is considered 

ݐ  = 𝜎√2 logሺܰሻ                                                (2) 

 

Where 𝜎, standard deviation of noise and N, length of the 

signal. 𝜎 is obtained using equation (3) 

 𝜎 =  𝐴𝐷/0.͸͹Ͷͷ                                                (3)ܯ

 

Where MAD is median of absolute values of wavelet 

coefficients. 

Soft Thresholding is considered rather than hard 

Thresholding because it will reduce the noise without 

effecting the edges information. Hard Thresholding will 

shrink the wavelet coefficients because of which 

information will be lost. Hence, for this purpose soft 

Thresholding is treated as wavelet decomposition. The soft 

Thresholding limit is obtained by equation (4). 

 𝑌௦𝑜𝑓௧ = |ݔ|ሻሺݔ𝑖݃𝑛ሺݏ}  − 𝜏ሻ 𝑖݂ |ݔ| ≥ 𝜏 0                              𝑖݂ |ݔ| ≥ 𝜏 }                         (4) 

 

2.2.2 Cepstrum 
Input to Cepstrum is a de-noised signal and 

output is Cepstrum coefficients. Cepstrum is used to find 

the information in between samples only; it will eliminate 

first few samples. Steps to calculate Cepstrum are first 

apply Fast Fourier Transform (FFT) to the de-noised 

signal, then apply natural logarithm on the FFT 

coefficients and then perform Inverse FFT. 

 

2.2.3 MFCC 

MFCC will give the information of first few 

coefficients only. So, the Cepstrum and MFCC are 

combined to get whole samples in the speech. MFCC 

processing steps are framing and Windowing, FFT, find 

absolute values, Mel-Scaled Filter Bank, apply Natural 

logarithm and apply Discrete Cosine Transform (DCT). 

 

2.2.4 Pitch 
Pitch is the fundamental frequency or the lowest 

frequency of the sound signal. In speech signal the pitch 

levels may be different, each emotion will have different 

intonations and it may affect the meaning of the speaker. 

Pitch Processing is applied on the pre-processed speech 

signal for obtaining the fundamental frequency and the 

steps performed are scaling the frequency, windowing, 

FFT, find absolute values and apply natural logarithm. 

 

2.3 Classification 

Back Propagation neural network algorithm is 

considered for classification of emotions. Back-

propagation is a training method used for a multi layer 

neural network. The neural network training by back 

propagation has three stages namely feed-forward of input 

training pattern, back propagation of the associated error 

and adjustments of the weights. 

 

3. IMPLEMENTATION RESULTS 

The type of data base considered is Semi-natural 

data-base composed from both male and female speakers 

in telugu language, which consists of four emotions 

(angry, happy, neutral and sad), and it is named as Telugu 

data base. The sequence of training and testing Patterns 

will be same, for training sequence a total of 141 samples 

are considered with each emotion samples as, angry 41 

samples, happy 25 samples, Neutral 40 samples, and sad 

35 samples. To identify individual emotion and its 

performance single evaluation may not give accurate 

results. So, one and three iterations are considered to 

calculate accuracy with different feature sets. 
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Table-1. Emotion recognition rate with different Iteration 

and Nodes of the Network. 
 

No. of 

iterations 
One Three 

No. of 

nodes 
10 20 50 10 20 50 

Emotion 

recognitio

n rate (%) 

77.6

4 

82.

7 

93.9

6 

74.8

7 

82.9

1 

92.3

3 

 

Table-1 shows the increase in the emotion 

recognition rate by increasing the iterations and nodes of 

the network. Hence the further results are considered for 

three iterations with 50 nodes because of their better 

performance. 

 

Table-2. Over all emotion recognition rate. 
 

Feature set (s) 
Emotion recognition 

rate (%) 

DWT 64.74 

Pitch 67.18 

Cepstrum (CEPS) 63.16 

MFCC 78.37 

DWT+Pitch 66.72 

DWT+CEPS 69.72 

DWT+MFCC 88.64 

DWT+MFCC+CEPS 89.17 

DWT+MFCC+Pitch 92.87 

DWT+Pitch+CEPS 95.98 

DWT+CEPS+MFCC+Pitch 93.32 

 

By considered different feature set combinations 

with three iterations and 50 nodes, it is observed that 

emotion recognition rate is low when individual feature set 

is considered where as for the combination of feature sets 

the recognition rate obtained is high as given in Table-2. It 

is also shown from Table 2, that the recognition rate is 

very high for the feature sets combinations DWT + Pitch + 

Cepstrum and DWT + Cepstrum + MFCC + Pitch. 

 

Table-3. Recognition rate of each emotion. 
 

Emotions 

Emotion 

recognition rate 

(%) 

(DWT+Cepstrum+

MFCC+Pitch) 

Emotion 

recognition rate 

(%) 

(DWT+Pitch+ 

Cepstrum) 

Anger 94.59 95.40 

Happy 92.62 95.82 

Neutral 93.97 96.45 

Sad 94.66 96.26 

Table-3 gives the comparison of emotion 

recognition rate of each emotion for two feature set 

combinations. By observing Table-3 the individual 

emotion recognition rate for the feature set combination 

DWT+Pitch+Cepstrum is high when compared with 

DWT+Cepstrum+MFCC+Pitch. This is because complete 

set of MFCC coefficients are not considered to avoid the 

computation complexity. 

 

4. CONCLUSIONS 

Different combinations of feature sets are used to 

identify the corresponding emotion and these feature sets 

are referred as Emotion-Specific features. These are DWT, 

Cepstrum, MFCC and Pitch which are used to extract the 

features information. Artificial neural network is used for 

classification after feature extraction. It is concluded that 

by increasing number of nodes in the network and number 

of iterations the recognition rate is above 90%, the 

combinations of feature sets will give better emotion 

recognition rate than individual feature sets and the feature 

set combination DWT+Pitch+Cepstrum produced the 

individual emotion recognition rate above 95%. 
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