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ABSTRACT 

Tumor clustering from gene expression data has paramount implications for cancer diagnosis and treatment. The 

adoption of clustering techniques for bio-molecular data provides new way for cancer diagnosis and treatment. In order to 

perform successful cancer diagnosis and treatment, cancer class discovery using bio-molecular data is considered to be one 

of the most important tasks. Several single clustering approaches were performed for tumor clustering but it had several 

drawbacks such as stability, accuracy and robustness. In this paper to improve the tumor clustering, we employ a 

framework, called, Hybrid Support Vector Machine (HSVM) which incorporates PSO-based feature extraction and GA-

based feature selection. Specifically, the framework represents the generation of cluster in the first stage which is 

performed through Markov clustering algorithm. Then, the SVM classification process is adopted to generate or classify 

the bio-molecular data into benign tumor or malignant tumor. Our experimental results on real datasets collected from UCI 

machine learning repository and cancer gene expression profile show HSVM can improve the accuracy of clustering gene 

expression data than other related technique. The Markov clustering algorithm employed in HSVM achieves comparatively 

better diagnostic performance, capable of classifying the bio-molecular data into benign tumor or malignant tumor based 

on gene expression data. 

 
Keywords: tumor clustering, hybrid support vector machine, feature extraction, feature selection, Markov clustering, Bio-molecular 

data.  

 

1. INTRODUCTION 

Rapid development of multi clustering techniques 

for bio-molecular data, more and more researchers are 

making use of these new techniques,  

Which represent in a more precise manner and 

reliable methods for cancer diagnosis and treatment 

compared with conventional cancer diagnosis methods 

based on the single clustering techniques? Multi clustering 

techniques allow the monitoring of the expression levels 

of several genes [1] which make classification more 

feasible with less classification [2] error. 

The adoption of tumor clustering approaches to 

perform cancer class discovery from bio-molecular data 

provided a new technique for cancer diagnosis and 

treatment. Standard clustering methods, such as K-means 

[3], fuzzy C-means (FCM) [4], hierarchical methods, self 

organizing maps (SOM) [5], simulated annealing based 

approach [6] and [7] and genetic algorithm (GA) based 

clustering methods [8] [9] etc. have been utilized for 

clustering gene expression data. 

In order to further improve the performance of 

tumor clustering from bio-molecular data, in this paper, 

the HSVM framework integrate five different phases such 

as Feature extraction, Feature selection, Markov 

Clustering, Kernel function and classification. The first 

phase involves the extraction of features that is performed 

using Principal Component Analysis algorithm. With the 

extracted features, to reduce the redundancy in the features 

being selected, the HSVM framework selects the features 

using Genetic Algorithm.  

To the selected features, Markov Clustering 

(MCL) is applied to cluster together with the proteins 

having similar biological functions, providing good 

clustering results and robust against noise in graph data. 

To find out the cluster center within a group of samples, 

the proposed HSVM framework employs the Kernel 

function that groups the nearest group into cluster 

together. Finally, with the application of SVM, the bio-

molecular data is predicted as either benign tumor or 

malignant tumor.  

The experimental results show that the HSVM 

framework outperforms these comparing algorithms and 

HSVM framework can serve as an effective technique for 

bio-molecular data analysis. The rest of this paper is 

structured as follows. Section 2 provides a review of 

related works. Section 3 introduces the Hybrid Support 

Vector Machine framework for cancer bio-molecular data. 

Section 4 evaluates the performance of our proposed 

framework using different cancer datasets followed by 

which discussions are included in Section 5. Section 6 

concludes the paper.  

 

2. RELATED WORKS  

Several traditional supervised clustering 

algorithms were initially employed to cluster cancer gene 

expression data. Modified double selection based semi 

supervised clustering ensemble framework was presented 

in [10] performing tumor clustering based on bio 

molecular data. This method was based on cluster 

ensemble framework that removed noisy genes present in 

data by feature selection, adoption of multiple feature 

selection method for predicting the clustering performance 

for ensemble approach and finally improved the 

performance by subset of clustering. 

Normalized Expectation-Maximization (EM) 

algorithm for tumor clustering using gene expression data 
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was implemented in [11]. It was considered to be the first 

mixture model clustering algorithm that provided stability 

when clustering with large number of dataset. Hybrid 

fuzzy cluster ensemble framework (HFCEF) for tumor 

clustering from cancer gene expression data was 

implemented in [12]. This framework was the combination 

of soft clustering and hard clustering into clustering 

ensemble framework. Two main processes were involved 

in the design of HFCEF. The first one was the creation of 

set of new datasets through affinity propagation algorithm 

and the second one included a consensus function to 

generate fuzzy matrices and obtain the result as tumor data 

or non-tumor data. 

Though classification of cancer has improved 

over the last two decades, prediction by gene expression 

monitoring was still considered to be in the preliminary 

stage. Cancer class discovery and prediction using 

Neighbourhood analysis was presented in [13]. Yet 

another work of classification of multiclass cancer 

diagnosis using tumor gene expression was investigated in 

[14] [15] resulting in the improvement of classification 

analysis.  

In this paper, we investigate the hybrid SVM and 

study its performance in clustering cancer gene bio-

molecular data. Particularly, HSVM framework leverages 

the gene-to-cluster to disclose the underlying pattern of 

cancer gene bio-molecular data. In addition, HSVM 

integrate the advantages of high quality data being 

extracted and grouping the nearest group into cluster using 

Markov Clustering algorithm to mitigate the intrinsic 

issues (i.e., high dimensionality, few samples, and many 

noisy genes) of clustering gene bio-molecular data. Our 

experiments on various publicly available cancer gene 

expression data demonstrate that HSVM group samples 

more accurately than the state-of-the art methods 

discussed.  

 

3. HYBRID SUPPORT VECTOR MACHINE 

In recent year, different clustering approaches are 

adapted by several researches for tumor clustering from 

bio-molecular data. Compared with other single clustering 

algorithm, the proposed Hybrid Support Vector Machine 

(HSVM) framework adopted multi cluster model with 

which the clustered results are used for classification. 

Figure-1 shows the block diagram of HSVM framework. 

This HSVM framework comprises of two major 

steps, namely clustering and classification. The objective 

of the first step is to generate a set of clustering. The 

second step focused on classifying an individual set of 

clustering and with which the results are predicted to be 

either benign tumor or malignant tumor through SVM 

classification. 

 
 

Figure-1. Block diagram for hybrid support vector machine. 
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The predicted results through HSVM framework 

were found to be more accurate, stable and robust. 

 

3.1 Principal component analysis-based feature  

      extraction 

Principal component analysis [16] is standard 

method used for statistical pattern recognition and signal 

processing for data reduction and feature extraction [17]. 

Principal Component Analysis serves as the basic feature 

extraction model in our work, which is thus referred to as 

Principal Component Analysis-based Feature Extraction 

(PCA-FE). Let us consider an input tumor image of size T × T pixels, represented by one dimensional vector ‘Tଶ’. 
The main goal of PCA algorithm remains in 

finding the vectors for the distribution of images within 

the entire image space. Let us assume the training set of 

input tumor images being represented as ‘Iଵ, Iଶ, . . , IN’. 
Then, the average value ‘Ψ’ for above training set is 

mathematically formulated as given below. 

 Ψ = ଵN ∑ ItNt=ଵ                                                            (1) 

Also, the resultant average value is different for 

each tumor image ‘Φi’ present in the given database, and 

is mathematically given as below. 

 Φi = Ii − Ψ                                                        (2)       

PCA is subjected by highly dimensional vector 

that in turn reduces the amount of redundant information 

through de-correlation of input vectors. Through de-

correlation of input vectors, the PCA-FE seeks a set of ‘݊’ 
ortho normal vector represented by ‘Ortho୬’, to determine 

the distribution of the data and is represented as given 

below. 

  ɉr = ଵN ∑ ሺOrTΦ୫ሻଶN୫=ଵ                                           (3) 

The objective of deriving the above mathematical 

formulation is to maximize the variance in the direction of 

principal vectors subjected to as given below. 

 Ortho୫୍Orthor = δir = { ͳ, if I = rͲ, otherwise}                          (4) 

Now the solution to the maximization problem is 

to evaluate the eigenvectors [18] and the eigen values of 

the covariance matrix is mathematically formulated as 

given below.  

 CM = ଵN ∑ ΦtΦtT = AATNt=ଵ                                         (5)     

From above equation, matrix, ‘A =[ΦଵΦଶ … ΦN]’, let us consider eigenvector ‘ei’ of ‘ATA’ 
such that 

 

 ATAei = Ɋiei                                            (6) 

The above equation is multiplied by matrix A is 

then mathematically formulated as given below.  

 

 AATAeiT = ɊiAei                         (7) 

From above equation, ‘Aei’ defines the 

eigenvector ‘e’ whereas ‘Ɋi’eigenvalue is defined by 

‘C = AAT’. With these analysis, a matrix ‘M × M’ is 

constructed and ‘M’ eigenvectors, ‘ei’ of ‘L’ is measured. 

The above vector defines the linear combination of M 

training set images to form the eigenvalues ‘O୍’ and is 

mathematically formulated as given below. 

 O୍ = ∑ eikΦk, I = ͳ, . . , Hୌk=ଵ                                       (8)  

With this analysis, the calculations are greatly 

reduced, from the order of the number of pixels in the 

images Tଶ  to the order of the number of images in the 

training set (H). As a result, PCA-FE provides high quality 

features for tumor image recognition 

 

3.2 Genetic algorithm-based feature selection  
With the extracted features, each feature in the 

principal component is considered as a feature vector and 

Genetic Algorithm (GA) is used for feature selection. 

Genetic algorithm is considered to be one of the search-

based optimization methods that entire depend on the 

principle of natural selection and genetics [19] [20] [21]. 

A general flow diagram of genetic algorithm is shown in 

Figure-2 

GA identifies an optimal feature subset. In feature 

selection problem, each individual feature subset encodes 

the decision variables of search space into finite length 

where the quality of each feature is evaluated with the aid 

of a fitness function. 

 

 

 
 

Figure-2. Genetic algorithm-based feature selection. 
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A good distinguish between good and bad 

solution is then made implementing the natural solution. 

The following seven steps are used to select the extracted 

features for search problem. 

The first step involved in GA-FS is the 

initialization where the candidate solution initial 

population is generated randomly across the search space. 

Here each chromosome in the overall population 

represents the candidate solution across the search space. 

Once the initialization of population is performed, the 

fitness value is evaluated for identifying the candidate 

solution, where the propose HSVM uses Fisher Criterion 

that represents the ratio of between-class scatter to the 

within-class scatter.   

The next step in the proposed GA-FS is 

represented by the selection process that selects the best 

solution to worse ones. The solution that has higher fitness 

value is then assigned as the next feature for later 

breeding. Followed by this, single-point crossover 

operator is selected that creates new better solution i.e., 

offspring based on the combination of two or more 

parental solution. Finally, each individual generated 

through single-point crossover has a probability of 

‘𝑃ܾ݋ݎ௠’ to mutate. The above steps are repeated until 

relevant features are obtained. Algorithm 1 given below 

provides an overview of the GA-FS for obtaining the 

relevant features.  

 

Input: population, features extracted  

Output: Most relevant features selected 

Initialize population with random candidate solutions 

1: Begin 

2: Evaluate each candidate solution 

3: Repeat  

4: While termination condition is not true do 

5: Select individuals for the next generation 

6: Recombine pairs of parents 

7: Mutate the resulting offspring 

8: Evaluate each candidate solution 

9: End while  

10: Until relevant features are obtained  

11: End 

 

Algorithm 1 Genetic algorithm-based feature selection 
As given above, the GA-FS performs three major 

steps. For each candidate solution (i.e. features extraction 

through PCA), the GA-FS selects individual features for 

the next generation. Followed by this, fitness function is 

evaluated to either to consider the feature to be used for 

next breeding or consider the same feature generated 

through single-point crossover operator. Followed by this, 

the resultant offspring is mutated and the process is 

repeated until relevant features are obtained 

 

3.3 Markov clustering algorithm  

With the relevant features selected using GA, the 

proposed HSVM framework applies a Markov Clustering 

(MCL) algorithm based on stochastic flow simulation that 

provides an effective result in clustering biological 

networks.MCL algorithm provides several advantages 

based on transition in graphs [22]. The Markov clustering 

algorithm (MCL) simulates random walks as shown in 

Figure-3 and its corresponding Markov Chain Cluster is 

shown in figure 4 on the underlying interaction network, 

by alternating two operations: expansion, and inflation.  

 

 
 

Figure-3. Random walks. 

 

The first operator expansion in MCL is 

responsible for connection between different regions (i.e. 

different features) of the graph. Finally, this graph is 

translated into a Markov matrix. The edge weights are 

higher in links that are found to be within the cluster 

whereas lower in links between the clusters. For each 

vertex the transition values (i.e. the selected features) of 

MCL in HSVM framework strengthens strong neighbours 

whereas the less popular neighbours are weakened.  

The two operations are repeated until the graph 

separate into two subsets. Finally there is no longer path 

between theses type of subsets. 

 

 
 

Figure-4. Markov chain cluster structure. 

 

Markov chain cluster structure 

The cluster center or exemplars is identified by 

Affinity Propagation (AP). Initially, all nodes in graph all 

nodes are considered as cluster center, behind this there is 

no prior knowledge for the selection of cluster center in 

graph. AP computes the responsibility ‘ݎሺ𝑖, 𝑘ሻ’ for each 

node ‘𝑖’ and each candidate exemplar ‘𝑘’, this 

responsibility defines how well ‘𝑘’ is an exemplar for 

node ‘𝑖’, and this is reflected by the availability ܽሺ𝑖, 𝑘ሻ 

that I should choose ‘𝑘’ as an exemplar. This is 

mathematically formulated as given below. 

,ሺ𝑖ݎ  𝑘ሻ ← ,ሺ𝑖ݏ 𝑘ሻ − max௞′௞′≠௞{ܽሺ𝑖, 𝑘′ሻ + ,ሺ𝑖ݏ 𝑘′ሻ}     (9) 

 ܽሺ𝑖, 𝑘ሻ ← ݉𝑖݊{Ͳ, ,ሺ𝑘ݎ 𝑘ሻ + ∑ ,݋}ݔܽ݉ ,′ሺ𝑖ݎ 𝑘ሻ}௜′:௜′∈{௜,௞} }       (10) 

 

From (9) and (10), ‘ݏሺ𝑖, 𝑘′ሻ’, defines similarity 

between the two nodes (i.e. features) ‘𝑖’ and ‘𝑘’. The 

above steps are repeated until a steady state is converged. 

The resulting matrix thus arrived to discover clusters.  

 

3.4 Kernel function 
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The output of MCL provides a set of clusters. 

The Kernel function finds out the cluster center within the 

set of cluster. Let us consider the set of cluster as 

‘𝑆ଵ, 𝑆ଶ, … , 𝑆௡’, where ‘Sଵ’ represent the set of cluster from 

one type of database, ‘Sଶ’ represents the set of cluster from 

another input database and so on. The Kernal function 

finds the cluster center for each set presented in different 

databases using different databases given below. 

  𝐾ଵሺݔ, ݔ ,ሻ݁݌ݔ (− ‖௫−௫′‖మଶ𝜎మ )                                        (11)            

 

From (11), ‘ݔ’ represents one group of cluster in 

set of cluster present in database ݔ ,represents another 

group of cluster present in set of cluster in same database. 

The above equation is used find out the cluster center for 

other set of cluster present in database and so on.  Through 

cluster center ‘𝐾ଵ, 𝐾ଶ, . . , 𝐾௡’ from each database it is easy 

to find out the nearest cluster and it is grouped together in 

to two samples such as: 

 𝐾ଵ =  𝐶ଵ ܽ݊݀ 𝐶ଶ                                 (12) 

 𝐾ଶ =  𝐶ଵ ܽ݊݀ 𝐶ଶ                                 (13) 

  𝐾௡ = 𝐶ଵܽ݊݀ 𝐶ଶ                                              (14) 

 

From (12), (13) and (14), ‘𝐾ଵ, 𝐾ଶ, . . , 𝐾௡’ are 

cluster center and ‘𝐶ଵܽ݊݀ 𝐶ଶ’ represents the nearest 

clusters that are grouped together into two groups. 

 

3.5 SVM-based classification  

Finally, the HSVM framework using SVM, 

supervised learning method to predict [23] [24] output as 

either benign tumor or malignant tumor, with the 

advantage of the method being used as a wide range for 

pattern recognition problem. The binary classification (i.e. 

benign tumor or malignant tumor) in the proposed HSVM 

framework is constructed using hyperplane that separates 

class members from non-members in the input space.  

Let us consider a training example ‘ሺݔ௜ ,  ,’௜ሻݕ
where ݔ௜ represents the real data instance and ‘ݕ௜’ 
indicates the labels that belongs to the class instance. 

Binary classification in HSVM framework includes two 

classes for recognition of benign tumor or malignant 

tumor i.e., ‘ݕ௜ = +ͳ’ or ‘ݕ௜ = −ͳ’.  
If the training set ሺݔ௜ , ௜ݕ ௜ሻ is positive then assignedݕ = +ͳ and predicted as malignant tumor otherwise 

assigned negative to the class label and predicted as 

benign tumor. The objective behind the use of SVM is the 

construction of a hyperplane for achieving maximum 

separation between two classes. Separating the classes 

with a large margin minimizes a bound on the expected 

generalization error, with the existence of vector ‘ܹ’ and 

a scalar ‘b’ and is represented as given below. 

.௜ሺܹݕ  x௜ + ܾሻ − ͳ ≥ Ͳ                                              (15) 

 

Using set of function hypothesis space is defined 

mathematically as given below.  

 ௪݂,𝑏 = .𝑖݃݊ሺܹݏ ܺ + ܾሻ                                                 (16) 

 

Separating hyperplanes for which the distance 

between the classes is identified by SVM classifier along a 

linear perpendicular to the hyperplane is maximized.  

This is obtained by solving the below 

optimization problem. 

 𝑀𝑖݊𝑖݉𝑖݁ݖ ଵଶ ‖ܹ‖ଶ                              (17) 

 

In linear cases, there is a restriction that given 

class in the training case all lie on both the side of the 

hyperplane and is said to be relaxed using a slack variable 

such as:𝜉௜ ≥  In this situation there is occurs two .݋

condition, where SVM searches the hyperplane used for 

the maximization of the margin and second one is 

minimization of the misclassification error. If there arises 

any trade off between these misclassification error and 

margin, the HSVM framework controls using a positive 

constant ‘C’. For non-separable data the optimization 

problem is re-written as given below.  

 min௪,𝑏,𝜉భ,..,𝜉𝑘 [ଵଶ ‖ܹ‖ଶ + 𝐶 ∑ 𝜉௜௞௜=ଵ ]                                (18) 

 

Hence, with the above optimized results, the bio-

molecular data, diagnosis of cancer is made in an efficient 

manner. Through this, the results are classified as either 

benign tumor or malignant tumor minimizing the 

classification error.   

 

4. EXPERIMENTAL RESULTS  

In order to evaluate the performance of the 

proposed framework for applying multi cluster model to 

bio-molecular data for cancer diagnosis and classification, 

comparative experiment was conducted on benchmark 

datasets. The proposed tumor clustering from bio 

molecular data are evaluated by the datasets from cancer 

gene expression profiles namely St. Jude leukemia [1], 

Lung cancer (LC) [2] respectively 

 

Table-1. Cancer gene expression datasets. 
 

Dataset Source Samples 

Leukaemia Cancer gene expression 72 

Lung cancer Cancer gene expression 32 

 

The two datasets Leukemia and Lung cancer 

includes, of 72 and 32 Samples. For Performance 

evaluation two datasets are considered such as Lung 

cancer and Leukemia.  

The performance is evaluated for HFC and 

HSVM classification methods in terms of Accuracy, 

sensitivity, specifity, precision, recall and Fscore. Table-2 

tabulates the performance evaluation of HFC and HSVM 

using Leukemia dataset. 
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Table-2. Performance evaluation of HFC and HSVM 

using Leukemia dataset. 
 

Metrics HFC HSVM 

Accuracy (%) 57.5059 60.3333 

Sensitivity (%) 59.8587 62.5263 

Specificity (%) 55.2536 57.8824 

Precision (%) 60.4158 62.5263 

Recall (%) 59.6930 62.5263 

Fscore (%) 59.8675 62.5263 

 

 
 

Figure-5. Comparative results of HFC and HSVM using 

Leukemia data. 

 

Figure-5 shows the comparative results of HFC 

and HSVM using Leukemia dataset. As shown in the 

Figure-5, six metrics accuracy, specificity, sensitivity, 

precision, recall and fscore used for analyses outperforms 

the existing HFC. The improvement observed in HSVM is 

due to the extraction of features using principal component 

analysis that extracts features with high by eigen value 

decomposition for each attribute. As a result, bio-

molecular data with high dimensional data space extracts 

the first few principal components with the objective of 

reducing the dimensionality of the transformed data. The 

cluster generated for Leukemia dataset is shown in the 

Figure-6.  

 

 
 

Figure-6. Cluster generation for Leukemia dataset. 

As shown in the Figure-6, minimum number of 

related clusters is generated using GA. The features 

selected using GA is not confined to single solution, but 

repeatedly modifies the population of bio-molecular data. 

The population size in HSVM is selected in a random 

manner that further in turn allows in identifying the entire 

range of population. This in turn helps in the improvement 

of HSVM framework (Table-2) with 60 % accuracy, 62 % 

sensitivity, 58 % specificity, 63 % precision, 63 % recall 

and 63 % Fscore which is greater than existing HFC in all 

aspects.  

 

 

Table-3. Performance evaluation of lung cancer dataset. 
 

Metrics HFC HSVM 

Accuracy (%) 72.6788 74.9064 

Sensitivity (%) 92.0207 94.0863 

Specificity (%) 30.6215 33.2500 

Precision (%) 73.5618 76.4186 

Recall (%) 91.2350 94.0863 

Fscore (%) 81.8490 84.3151 

 

Table-3 given above shows the tabulated results 

for six chosen metrics, accuracy, sensitivity, specificity, 

precision, recall and fscore respectively. From the table we 

can infer that the performance improvement of the 

proposed HSVM when compared to HSC in terms of all 

metrics.  

 

 
 

Figure-7. Comparative results of HFC and HSVM. 

 

The above Figure-7 shows the performance 

comparison of HFC and HSVM classification for Lung 

cancer dataset. Performance improvement is observed with 

respect to six metrics (i.e. accuracy, sensitivity, specificity, 

precision, recall and fscore) using the proposed HSVM 

framework than when compared to HFC. This 

performance improvement is due to the de-correlation of 

input vectors resulting in ortho normal vector. As a result, 

PCA-FE produces high quality features. With this high 

quality features being extracted, employing Fisher 

Criterion in GA-FS the ratio of between-class scatter to 

within-class scatter is reduced. Hence, we observe 
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performance improvement in the proposed HSVM when 

compared to HSC. Figure-8 given below shows the cluster 

generation for Lung Cancer dataset.  

 

 
 

Figure-8. Cluster generation for lung cancer dataset. 

 

With higher relevancy rate being obtained using 

GA-FE in HSVM by applying Markov Clustering 

algorithm, strong neighbours are selected i.e. more 

prominent features related to each other are used as the 

feature for breeding than the less known features. This is a 

way through which Affinity Propagation is arrived at 

discovering clusters. The proposed HSVM achieves 

(Table-3) 75 % accuracy, 94 % sensitivity, 33 % 

specificity, 76 % precision, 94 % recall and 84 % Fscore 

that is greater than existing HFC method in all aspects. 

Purity 𝑃𝑈ሺ𝑃, 𝑃′ሻis calculated using, 

 𝑃𝑈ሺ𝑃, 𝑃′ሻ = ଵ௡ ∑ max௝𝜖{ଵ,…,௞′}|𝐶௜ ∩ 𝐶௝′|௞௜=ଵ                      (19) 

   

Purity value ranges from 0 to 1. For high PU 

value, corresponding satisfactory clustering is achieved. 

The comparison of Purity and Normalized Mutual 

Information for HFC and HSVM classification is shown in 

the Figure-9 given below. 

 

 
 

Figure-9. Comparative result of purity using 

HFC and HSVM. 

The above Figure-9 shows that the proposed 

HSVM method achieves high purity values for Lung 

cancer, Leukemia datasets. For every regarded case the 

results of the proposed HSVM framework were compared 

with the results provided by HFC. However, among the 

regarded methods, the proposed HSVM framework 

showed better sign of improvement. The comparison was 

performed in terms of the purity or the obtained cluster 

quality that is measured in terms of percentage (%). Based 

on the graphical results, it can be seen that applying the 

Markov algorithm for clustering gene bio-molecular data, 

significantly improves the purity. For the regarded cases 

using Lung cancer and Leukemia datasets, the average 

purity was improved by 93% using Lung cancer dataset 

and 97% using Leukemia dataset respectively.  

The proposed method achieves reasonable 

improvement than existing method. The improvement 

achieved is due to the construction of hyperplane that in 

turn helps in achieving maximum separation between two 

classes (i.e. benign tumor or malignant tumor). Based on 

data shown in Table it can be also seen, that for most of 

the cases using hyperplane increased accuracy of image 

classification. The accuracy of image classification was 

also increased by using binary classification. This however 

paid for the significant increase of the specificity and 

precision.  

 

5. CONCLUSIONS 

In this paper we present a new framework for 

tumor clustering from cancer gene expression profiles. 

The proposed framework estimates the principal 

components using PCA and eigen vectors. In other words, 

this method estimates the most probable sequence of 

principal components through de-correlation of input 

vectors instead of making a hard decision on which 

components to use for the feature extraction. This way, the 

proposed framework obtains the most high quality features 

and therefore obtains better results in terms of accuracy 

compared to some well-known algorithms in this field. 

Furthermore, the algorithm GA-FS has a lower time-

complexity where using the Fisher criterion selects only 

the relevant features compared to some benchmark 

methods in terms of sensitivity and specificity. Finally, 

compared with existing clustering method, the proposed 

work highly identifies cancer samples of different types. 

Through the experiments it is observed that proposed 

method achieves high performance for all datasets. In 

future, methods to improve the efficiency of HSVM will 

be implemented and theoretical analysis of HSVM will be 

performed. The performance of proposed framework will 

be explored with some other metrics such as disassociation 

measure and squared error distortion measure. 
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