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ABSTRACT
The main objective of this paper is to determine the optimum values of the main parameters of Decision Tree Forest (DTF) (Maximum Trees in Decision Tree Forest (MTDTF), Minimum Size Node to Split (MSNS), and Maximum tree levels (MTL)), and assessing of their effect on predicted average monthly discharge of Euphrates River, in Thi Qar province, southern Iraq. Four popular statistical parameters were used as evaluation criteria for evaluating DTF models performance: Coefficient of Correlation (R), Root Mean Squared Error (RMSE), Maximum Error (ME), and Mean Absolute Percentage Error (MAPE). Five-fold cross-validation is applied in this research to evaluate the performance of the DTF models. In the first stage of this study, the observed data volume involved in DTF models was equal to 240 months; in this stage the results illustrated that the optimum values of both MTDTF, and MSNS were equal to 125 and 32 respectively, while the modification of the third parameter MTL does not show any effect on the performance of DTF, it was observed that the effect of this parameter on statistical parameters in the form of a straight line. In the second stage of this study, the observed data volume was increased to 480 months; thus leading to increasing the optimum value of MTDTF to 225, and decrease the optimum value of MSNS to 2, while the results does not show any sensitivity to the parameter MTL.
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INTRODUCTION
Discharge through a river is complex nonlinear hydrological process that shows a high degree of spatial and temporal variation. The prediction of discharge and estimation the parameters of this process as accurate value plays an effective role in any decision-making process related to water availability, such as irrigation projects management, management of water resources, construction and management of hydropower plants, construction of water pumping stations and management of urban water supply systems, and many more.

Three main types of forecasting models; (1) conceptual models (2) physically based models and (3) data-driven models [1]. The latter model is quite different from the first two models, involves non-derivative mathematical equations from physical processes in watersheds but from creating empirical equations through analysis of observed time series data. The best model is a model that gives results close to reality with the use of lower number of parameters and low degree of complexity. The models are used primarily to predict system behavior and understand different hydrological processes.

The model consists of different parameters that specify the properties of the model. Conceptual model describes all components of hydrological processes. Semi empirical equations are used in this model and the model parameters are evaluated not only from field data but also through calibration [2]. Model calibration requires changing the values of model input parameters in an attempt to match the observed data with calculated data within certain acceptable criteria. Modifications to model parameters, stresses and boundaries will be limited within reasonable ranges based on available information. The trial and error calibration procedure has several disadvantages, it remains uncertain whether the calibrated model parameter values are the optimal value based on the evaluation criteria, it requires accurate knowledge of the model parameters and the permissible range, and the multiplicity of parameters in the model leads to the dispersion of focus on the most important parameters, which will take a long time to carry out the task. Physically based model is an ideal mathematical representation of the real phenomenon. It uses state variables that can be measured and are functions of time and space. It does not require extensive hydrological and meteorological data to be calibrated, but the assessment of a large number of parameters describing the physical characteristics is required [3]. In this model a large amount of data such as surface water depth, topography, river bed roughness, river cross section dimensions etc. are required. Black-box models or data-driven models take information from observed data without considering the properties and processes of the hydrological system. It’s a mathematical equation derived from input and output data without the need to know the hydrological processes. These models are valid within certain limits. There are several types of data driven models, such as unit hydrograph model, statistically based model use correlation method to find the relationship between input and output (which include: Autoregressive moving average (ARMA) models, Autoregressive integrated moving average (ARIMA) models, and linear regression), and machine learning (ML) models [4].
In particular, flow prediction was accepted with artificial neural network (ANN) models as a good alternative to prediction with hydrodynamic models [5, 6]. ANN has been applied extensively in water resources modeling, such as flood forecasting, rainfall-run off modeling, evaporation estimation, water quality modeling, groundwater modeling, and stage-discharge relationship [7-17]. Fuzzy Inference System (FIS) and Adaptive Neuro Fuzzy Inference System (ANFIS) are other types of data-driven models, which have been widely applied in water resources modeling. These models have been successfully used to obtain accurate results for flood forecasting and rainfall-runoff modeling [18-22].

Decision Tree Forest (DTF) is a one of data driven techniques, it is a collection of decision trees, where each prediction is combined to produce the comprehensive prediction of the forest. A DTF and a tree Boost technique are similar in terms of that a large number of trees are grown. A DTF grows parallel and independent trees and do not intersect until their growth is complete. Three main parameters (Maximum Trees in Decision Tree Forest (MTDTF), Minimum Size Node to Split (MSNS), and Maximum tree levels (MTL)) control the accuracy of DTF results and the mechanism of prediction. The main object of this research is determining the optimum values of these parameters and assessing of their effect on predicted average monthly discharge of Euphrates River, in Thi Qar province, south of Iraq.

STUDY AREA AND DATA COLLECTION

Euphrates River is the longest river in West Asia and one of the most important rivers, Iraq was called Mesopotamia because of two longest rivers, the Tigris and the Euphrates River. Euphrates River emerges from the Turkish territory then passes through the Syrian territories and then enters Iraq to confluence the Tigris River in Basrah Province; southern Iraq, forming Shatt Al-Arab River, which empties into the Arabian Gulf. Rainfall and melting snow contribute to the most of Euphrates River water. The greatest flow of the Euphrates River occurs during the months April through May. 36% of the total annual discharge of the Euphrates occurs in these two months [23]. Thi Qar Province lies on the banks of the Euphrates River, 370 km southeast of Baghdad. Thi Qar has a dry desert climate. The summer is hot and dry, with average high temperatures up to 40 °C while the winter is mild. Rainfall is occurring during the period from November to April and an average of 100 mm per year. Thi Qar shares internal borders with the provinces of Qadissiya, Muthanna, Wasit, Missan, and Basrah as shown in Figure-1. The averages monthly discharges of Euphrates River in Thi Qar City for the period (1975-2015) are presented in this research. The observed discharges were obtained from the Iraqi Ministry of Water Resources. Table-1 provides summary statistics on the observed discharge. The difference between the maximum and minimum discharge value is a large extent (301 m³/sec), the values of the data set are widely scattered. The lack of symmetry of a distribution is called skewness. Skewness is a measure of the asymmetry of the probability distribution of a random variable about its mean. Negative skew indicates that the tail on the left side of the probabilistic density function is longer than the right side. In the normal distribution, the excess kurtosis is equal to zero. When the excess kurtosis is below than zero, this value indicates the tails are lighter than the normal distribution. An excess kurtosis value of 1 and above or -1 and below indicates a significant deviation from normality.

Table-1. Summary statistics of the raw data.

<table>
<thead>
<tr>
<th>Statistics parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average (m³/sec)</td>
<td>151.45</td>
</tr>
<tr>
<td>Standard Deviation (m³/sec)</td>
<td>64.36</td>
</tr>
<tr>
<td>Skew</td>
<td>-0.092</td>
</tr>
<tr>
<td>Excess Kurtosis</td>
<td>-0.64</td>
</tr>
<tr>
<td>Median (m³/sec)</td>
<td>157.58</td>
</tr>
<tr>
<td>Minimum (m³/sec)</td>
<td>9</td>
</tr>
<tr>
<td>Maximum (m³/sec)</td>
<td>310</td>
</tr>
<tr>
<td>1st Quartile (m³/sec)</td>
<td>96.36</td>
</tr>
<tr>
<td>3rd Quartile (m³/sec)</td>
<td>197.65</td>
</tr>
</tbody>
</table>

Figure-1. Location of study area in reference to map of Iraq [24].

Decision Tree Forest (DTF)

DTF algorithm was first presented by Leo Breiman in 2001 [25]. A DTF model is similar to a Treeboost model [26]. A large number of trees are using in both models, but the main difference in the mechanism of learning process between these two models is that in the Treeboost model, trees are grown in series so that the output data is supplied from tree to next tree. In contrast, a DTF model is a group of independent trees that are grown in parallel. Three parameters must be selected to adjust the behavior of DTF models; MTDTF, MSNS, and MTL. The main object of this research is determining the optimal values of these parameters and their effect on predicted monthly discharge of Euphrates River. The model containing large numbers of trees in the forest gives high precision results. When determining the value of MSNS, a
node in a tree in the forest will not be split if it is less than
that number of rows in it. The last parameter is MTL: means the maximum number of levels (depth) in each tree
can be grown in the forest, some researchers suggest that it
is better to grow very large trees, so the maximum tree
level should be set to a large level. The outline of the
algorithm used to construct a DTF as shown in the
following points:

- Select a random sample of (N) observations from data
  set, this process is named "bugging". Some observations
  are selected again and others are not selected. 2/3 of the rows
  are selected during sampling process. The remaining rows are called "out of bag
  (OOB)". A new random selection of rows is made for
each constructed tree.
- The selected rows from step (i) is used for
  constructing a decision tree as shown in Figure. 2.
  The tree does not prune when it is built to the
  maximum size level. A subset of the total set of
  predictor variables is selected to be considered as
  possible splitters for each node. A new random
  selection of variables is achieved for each split. Some
  predictors (perhaps the best one) will not be
  considered for each split, but a predictor excluded
  from one split may be used for another split in the
  same tree.
- Repeat steps i and ii for many times for constructing a
  thick forest of trees.
- For evaluating a row, run the row through each tree in
  the forest and record the predicted value (that is, the
terminal node). The average score of trees is
determined for regression analysis.

\[
\text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}}
\]

\[
R = \sqrt{\frac{\sum_{i=1}^{N}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{N}(y_i - \bar{y})^2}}
\]

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N}(y_i - \hat{y}_i)^2}
\]

\[
MAPE = \frac{100}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right|
\]

The observed data are subdivided into two parts;
training and testing. The training data are presented to
the network during training phase, according to the training
error, the architectural of network and its parameters
are modified. The remaining data (i.e., testing data) are used
to check the performance of the trained black box model;
these data are not used previously in the training phase.
Using different percentage values of training and testing
dataset may lead to different results and may be to
different conclusions. To overcome this problem and to
reach the same conclusions, cross validation method is
presented in this paper. The popular v-fold cross-
validation, which provides a good trade-off between
model under-fitting and over-fitting, has been used to
assess the performance of candidate models [28]. The
observed datasets (average monthly discharge recorded
from 1975 to 2015) were divided randomly into v equal
size subgroups. During the modeling process for each DTF
model, one of the partitions was used for training phase,
while another was used for validation phase. The modeling
process was repeated v times, and then the evaluation
criteria were averaged to check the final performance.
According to previous studies, using a v of 5, 10, and 20,
it can produce very similar errors, which are often slightly
difference and not significant [28, 29]. Therefore, five-fold

\[
\text{Figure-2. Basics of DTF architecture.}
\]
cross-validation is applied in this research to evaluate the performance of the DTF models. There are three significant parameters for constructing a DTF model (MTDTF, MSNS, and MTL).

Table-2. Different inputs combination with data volume of DTF models.

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Data volume (month)</th>
<th>Input variable</th>
<th>Target variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>240</td>
<td>(Qt-1)</td>
<td>Q(t)</td>
</tr>
<tr>
<td>2</td>
<td>240</td>
<td>(Qt-1,Qt-2)</td>
<td>Q(t)</td>
</tr>
<tr>
<td>3</td>
<td>240</td>
<td>(Qt-1,Qt-2,Qt-3)</td>
<td>Q(t)</td>
</tr>
<tr>
<td>4</td>
<td>480</td>
<td>(Qt-1)</td>
<td>Q(t)</td>
</tr>
<tr>
<td>5</td>
<td>480</td>
<td>(Qt-1,Qt-2)</td>
<td>Q(t)</td>
</tr>
<tr>
<td>6</td>
<td>480</td>
<td>(Qt-1,Qt-2,Qt-3)</td>
<td>Q(t)</td>
</tr>
</tbody>
</table>

In general, the more trees used to construct a DTF model lead to more accurate results, in contrast; the improvement in the accuracy of the results decreases with the increase in the number of trees after a specified number of trees. At a certain point the interest in regression performance from learning extra constructed trees will be lower than the cost of calculation time for learning theses additional trees. There is another parameter that controls the size node to split; a node in a tree will not be split if it has value less the value of MSNS, this is a suitable process to reduce tree growing. The third important parameter is MTL, which controls the maximum limits (depth) in which each tree can be grown in the forest. In order to evaluate the parameters of the DTF models and to study their effect on the values of average monthly discharges as well as the calculation of the optimal values of these parameters, the following process was achieved, initially selecting two parameters such as (MSNS, and MTL) to be fixed as a default value and adjusting the value of parameter (MTDTF) then run the model and check the evaluation criteria to find the optimal value of this parameter and assessing its effect on predicted discharge. The same process was repeated to another parameter (MSNS) to find its optimal value and to evaluate its effect on the discharge values but here the optimal value of the parameter (MTDTF) obtained from the first process is identified and not changed. Likewise, same process is repeated for third parameter (MTL), but with a relative difference is to fix the values of the previous parameters and change the value of the current parameter. These above processes are applied on two stages, the first stage for data volume (240 months), while the second stage for data volume (480 months).

RESULTS AND DISCUSSIONS

This research used the DTF model to predict averages monthly discharges of Euphrates River in Thi Qar City; southern Iraq, for the period (1975-2015). Six different DTF models were proposed and their performance compared to determine the optimum values of the main parameters of DTF (MTDTF, MSNS, and MTL), and assessing of their effect on predicted values. For data volume (240 months), the effect of MTDTF on the performances of developed DTF models (Model No.1, 2, & 3) was done, by fixed the default values for parameters (MSNS, and MTL) of 10 and 50 respectively, and changing the value of MTDTF from 25 to 250 as shown in Figures (3 & 4).The results show that the optimum value of MTDTF was equaled to 125, the model No. 3 was better than the other two models (1&2) with (R, RMSE, ME and MAPE) of 0.860, 34.148, 103.508 and 26.073, respectively. The results also show that the input combination variables (Qt-1, Qt-2) increases the model's performance of model No.2 by reducing RMSE, ME, and MAPE of 7.37%, 9.47% and 8.33% respectively, and increases R by 2.76% compared with model No.1. There is no significant improvement in the results of model No. 3 when adding the variable (Qt-3) to the input variables (Qt-1, Qt-2) as can be seen from the results of evaluation criteria of model No.3. It was also noticed through the Figures (3&4) that increasing the number of trees in the forest does not necessarily lead to improvement of results, there is a gradient in the improvement of the performances up to the value of MTDTF equaled to 125 after which there was a decrease in the performances of the DTF models (1, 2, & 3) at the value of MTDTF equaled to 150 and then the effect of MTDTF on the evaluation criteria is continued as semi-straight line, where the model performances were not affected by increasing the value of MTDTF. At a certain point the interest in regression performance from learning extra constructed trees will be lower than the cost of calculation time for learning these additional trees.

The same process was repeated to the second parameter (MSNS); the values of the parameters (MTDTF, and MTL) has been fixed on 125 and 50 respectively, and changing the value of MSNS from 2 to 44 as illustrated in Figures (5&6). It was observed that by reviewing all studied cases and evaluation criteria, there was no significant improvement in the efficiency of the model No.3 compared to the model No.2. The optimum value of MSNS was equal to 32. The performances of model No. 3 was better than model No.1 and very slightly better than model No.2. The statistical evaluation criteria ((R, RMSE, ME and MAPE) of model No.3 were equaled to (0.873,
32.433, 99.109, and 24.846) respectively. It was obvious that the modification of parameter (MSNS) from default value to (32) lead to significant improvement in the efficiency of model No.3. The percentage ratio of $R$ is increased by 1.5% and the percentage ratios of (RMSE, ME and MAPE) are decreased by (5.0%, 4.25%, and 4.71%) respectively. Also can clearly notice that there is deterioration in the efficiency of the models after the value of 32 and then the effect of MSNS on the evaluation criteria is continued as semi-straight line, there is no improvement in the performance of models after this value and increasing the value of this parameter is useless.

Similarly, the same process was repeated to the third parameter (MTL), but with a relative difference, the previous parameter values are set to optimal values and increasing the value of this parameter is useless. Improvement in the performance of models after this value deteriorates in the efficiency of the DTF models after the value of 2. Clearly, the size of the data has greatly affected the value of this parameter. There is an inverse correlation between the value of this parameter and the size of the data involved in the regression. It was observed, the dramatically change in the value of MTL does not lead to any amelioration in the improvement in the results, and the effect of this parameter in the form of a straight line.

The second stage of this research is applied DTF models on data volume (480 months). The data size was multiplied to study the effect of data volume on model parameters. The effect of MTDTF on the performances of developed DTF models (Model No. 4, 5, & 6) was presented in Figures. (9 & 10). The optimum value of MTDTF is equal to 225. The performances of model No.6 is better than model No.4 and very slightly better than model No.5. The evaluation criteria (R, RMSE, ME and MAPE) of model No.6 are equaled to (0.942, 22.421, 75.415, and 15.721) respectively. It became clear that the increasing of data volume would lead to improve of model performance, where the regression performance from learning additional data caused to improve the efficiency of DTF models. The percentage ratio of evaluation criteria (R, RMSE, ME and MAPE) for model No.6 are improved by (7.90%, 30.87%, 23.91%, and 36.73%) respectively compared with performances of model No.3. There is a flat gradient in the improvement of the performances except the maximum error up to the number of maximum trees equaled to 225 after which there was a decrease in the performances of the DTF models (4, 5, & 6). The optimum value of MSNS is equal to (2) as shown in Figures. (11&12). The increasing of MSNS value led to deterioration in the efficiency of the DTF models after the value of 2. Clearly, the size of the data has greatly affected the value of this parameter. There is no any effect of MTL on the evaluation criteria. The statistical evaluation criteria is continued as semi-straight line, there is no any effect of MTL on the evaluation criteria. The results illustrated that the model No.3 is better than model No.1 and very slightly better than model No.2. There is no significant difference in evaluation criteria between model No.2 and model No.3. The statistical evaluation criteria (R, RMSE, ME and MAPE) of model No.3 are equaled to (0.873, 32.433, 99.109, and 24.846) respectively. There is no any effect of MTL on the evaluation criteria. The modification of this parameter does not lead to any improvement in the results, and the effect of this parameter in the form of a straight line.

### Table-3. Optimum evaluation criteria of DTF models with observed data volume equaled to (240 months).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Optimum Value</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R$</td>
<td>RMS</td>
<td>ME</td>
<td>MAPE</td>
</tr>
<tr>
<td>MTDTF</td>
<td>125</td>
<td>0.8337</td>
<td>37.02</td>
<td>114.33</td>
</tr>
<tr>
<td>MSNS</td>
<td>32</td>
<td>0.8558</td>
<td>34.18</td>
<td>112.22</td>
</tr>
<tr>
<td>MTL</td>
<td>25-250</td>
<td>0.8558</td>
<td>34.18</td>
<td>112.22</td>
</tr>
</tbody>
</table>

### Table-4. Optimum evaluation criteria of DTF models with observed data volume equaled to (480 months).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Optimum Value</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R$</td>
<td>RMS</td>
<td>ME</td>
<td>MAPE</td>
</tr>
<tr>
<td>MTDTF</td>
<td>225</td>
<td>0.90</td>
<td>28.800</td>
<td>80.191</td>
</tr>
<tr>
<td>MSNS</td>
<td>2</td>
<td>0.90</td>
<td>27.716</td>
<td>72.015</td>
</tr>
<tr>
<td>MTL</td>
<td>25-250</td>
<td>0.90</td>
<td>27.716</td>
<td>72.015</td>
</tr>
</tbody>
</table>
Figure-3. Effect of maximum trees in decision tree forest on the values of R and RMSE for model No. (1, 2, and 3).

Figure-4. Effect of maximum trees in decision tree forest on the values of ME and MAPE for model No. (1, 2, and 3).
Figure-5. Effect of minimum size node to split on the values of R and RMSE for model No. (1, 2, and 3).

Figure-6. Effect of minimum size node to split on the values of ME and MAPE for model No. (1, 2, and 3).
Figure-7. Effect of maximum tree levels on the values of R and RMSE for model No. (1, 2, and 3).

Figure-8. Effect of maximum tree levels on the values of ME and MAPE for model No. (1, 2, and 3).
Figure-9. Effect of maximum trees in decision tree forest on the values of R and RMSE for model No. (4, 5, and 6).

Figure-10. Effect of maximum trees in decision tree forest on the values of ME and MAPE for model No. (4, 5, and 6).
**Figure-11.** Effect of minimum size node to split on the values of $R$ and RMSE for model No. (4, 5, and 6).

**Figure-12.** Effect of minimum size node to split on the values of ME and MAPE for model No. (4, 5, and 6).
Figure-13. Effect of maximum tree levels on the values of R and RMSE for model No. (4, 5, and 6).

Figure-14. Effect of maximum tree levels on the values of ME and MAPE for model No. (4, 5, and 6).
CONCLUSIONS

Cross validation method is applied in this research, the popular v-fold cross-validation, which provides a good trade-off between model under-fitting and over-fitting has been used to assess the performance of candidate models. The observed datasets (average monthly discharge recorded from 1975 to 2015) were divided randomly into v equal size subgroups. During the modeling process for each DTF model, one of the partitions was used for training phase, while another was used for validation phase. Five-fold cross-validation is applied in this research to evaluate the performance of the DTF models. There are three significant parameters for constructing a DTF model (MTDTF, MSNS, and MTL). Six different DTF models based on lag time and data volume were proposed and their performance compared to determine the best model. In the first stage of this study, the observed data volume involved in DTF models is equal to (240 months); the optimum value of MTDTF is equal to (125). Model No. 3 performed better than the other two models (1&2) with (R, RMSE, ME and MAPE) values of 0.860, 34.148, 103.508 and 26.073, respectively. Increasing the number of trees in the forest does not necessarily lead to improvement of results; there is a gradient in the improvement of the performances up to the number of maximum trees equalled to 125 after which there was a decrease in the performances of the DTF models. The optimum value of MSNS is equal to (32). The modification of parameter (MSNS) from default value (10) to (32) led to significant improvement in the efficiency of DTF models, for example; the percentage ratio of R is increased by 1.5% and the percentage ratios of (RMSE, ME and MAPE) are decreased by (5.0%, 4.25%, and 4.71%) respectively for model No. 3. The effect of MSNS on the evaluation criteria after the value of (36) is continued as semi-straight line. The modification of the third parameter (MTL) does not lead to any improvement in the results, it was observed that the effect of this parameter in the form of a straight line. The second stage of this study is involved data volume (480 months) in the regression. The optimum number of maximum trees in decision tree forest is equalled to (225). The percentage ratio of evaluation criteria (R, RMSE, ME and MAPE) for model No.6 are improved by (7.90%, 30.87%, 23.91%, and 36.73%) respectively compared with performances of model No.3. The optimum value of MSNS in this stage is equal to (2). The size of the data volume has greatly affected on the value of this parameter. There is an inverse correlation between the value of this parameter and the size of the data volume involved in the modeling. Finally, the dramatically change in the value of MTL does not lead to any amelioration in the performances of DTF models.

REFERENCES


