ABSTRACT

This paper presents a novel pilot study on Khmer handwritten symbols recognition using Convolutional Neural Networks (CNNs). The motivation for this study is to develop a recognition system for digitizing large corpora of Khmer handwritten documents. Image data consists of six handwriting sample sets, each of which consists of 33 consonants (root radicals) and 17 vowels, giving a total of 561 syllables. A CNN-based model was trained for offline recognition of root radicals where one CNN was trained for recognition of a particular consonant giving 33 networks which were then combined into an assembly. The recognition results are compared against artificial neural network (ANN)-based classifier with full feature set and ANN-based classifier with dimensionality reduction. Feature correlation two-dimensional Fourier combined into an assembly. The recognition results are compared against artificial neural network (ANN)-based classifier with full feature set and ANN-based classifier with dimensionality reduction. Feature correlation two-dimensional Fourier transformation (FT2D) and Gabor filters are used for dimensionality reduction. Recognition rate of Khmer handwriting (alpha syllabary system) is increased to 94.85% with Convolutional Neural Networks (CNN).
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INTRODUCTION

Pattern recognition aims to implement the ability of the human recognition in machines. Today computers can hardly match human abilities such as visual perception and understanding text. Handwriting recognition is the task of extracting text in graphical form into the symbolic representation. According to Surinta et al. [1], the aim of handwriting recognition is to let the recognizing system automatically identify the characters that are embedded in handwritten sample (manuscript).

A great variability of handwriting styles is the reason why handwritten text recognition is an area of interest. The challenges of the task are posed by numerous impacts like variety of writing systems, culture, occupation, medical condition, and many more [2-10].

Khmer (or Cambodian) is the language of the Khmer people and the official language of Cambodia. Being influenced by Sanskrit and Pali, it is one of the widely spoken languages in Southeast Asia. Symbols in Khmer are represented by one syllable and consist of a root for a consonant and a diacritic for a vowel. There are 33 Khmer consonants that are commonly being used today. Some symbols still present in the alphabet but are not widely used. A set of dependent vowels is supplemented by some fourteen diacritic symbols which also modify pronunciation of a consonant as well as the semantics of a syllable. Some consonants can be used as subscripts in special cases. Thus, there are more than 1000 different combinations that can be used in today’s Khmer writing.

Several researchers have reported their work on Khmer and on other similar writing systems [6, 11-14]. Their objective has been to recognize printed text and, in some cases, handwritten text. A range of experiments is performed by Kheang et al., Srun et al. towards analysis and recognition of printed Khmer characters and numerals [15-17]. The fact that most of the research up to date are based either on printed text and on a limited scope dataset (e.g. only numerals), motivates us to undertake this research.

Deep learning has also been used to recognize other scripts, including hieroglyphic as well as historical scripts. [10, 18-26].

Chao et al. [27] trained an unsupervised distributed Neural Net for feature learning that dramatically improved performance on large models. Also, distributing problems were addressed by Bagging-Down Stochastic Gradient Descent algorithm (SGD). The system featured the parameter server adding on the several model replicas, separated the updating and the training computing to accelerated the system. Some issues related to shared-memory learning were discussed in the paper.

The set of handwritten samples available for a research can be successfully expanded in order to increase the diversity and improve recognition [3]. Samples were automatically scaled, skewed and rotated in order to obtain more training data.

Analysis of writing with deep learning can be implemented in other numerous areas like diagnosis of Parkinson Disease [2], parallelizable deep learning model [4].

The current work differs from previously proposed methods both in the scope and modelling of the handwriting. It is designed to develop a recognition technique for a large collection of handwritten symbols with reduced space requirement. We evaluate the proposed method by comparing the recognition rate of the previous and current experiments. Our previous work includes Khmer handwritten text recognition with Artificial Neural Network and filtering [22] as well as comparison of various ways to reduce dimensionality [21].

A pilot study on Khmer handwriting recognition with CNN is presented in this paper as an attempt towards building a deep learning system. Performance is compared against other classifiers.
MATERIALS AND METHODS

Data collection

In this study, six sets of handwriting of the Khmer alphabets (33 consonants and 17 vowels) were obtained from six different donors who have deep knowledge of the Khmer language. The donors provided the alphabet samples by writing on a prepared table (33 x 17 blocks) on A3-size papers. The filled tables were scanned to obtain grayscale JPG images. Each sample was then isolated into an individual image for pre-processing.

Although there are hundreds possible distinct syllables, the scope of this study is limited to the most widely used consonants and vowels in Khmer alphabet.

The data set allows obtaining various samples of one consonant since each consonant is repeated within over 17 different syllables. Similarly, a vowel is repeated 33 times. This provides sufficient amount of data to construct a one-way classification system.

Samples of same consonant /k/ within different syllables are given in Figure-1. Samples of the same /ka/ syllable written by different people are shown in Figure-2.

![Figure-1. Khmer Letter /k/ with various diactrics written by the same person. [21, 22]](image)

![Figure-2. Khmer letter /ka/ within the syllable (/ka/) written by different people. [21, 22]](image)

Feature selection system

Pre-processing of the data set consists of normalization and feature selection (FS). Scanned samples were normalized and prepared for feature reduction. For benchmarking, we used artificial neural network (ANN)-based classifier with full feature set and an ANN-based classifier on data with reduced feature set. CNN is applied on the data with full feature set. The results are then evaluated based on the recognition rate.

Normalization

Samples were normalized in size and colour. For size normalization, white space was cropped off each sample, which was then resized to a standard size (32x32pixels). Java code is used due to ability of fast manipulation.

Colour normalization was based on a threshold, which was taken as 112. Grayscale pixels with colour value of less than 112 have been normalized to 0, and those over 112 is normalized to 225.

Correlation-based feature selection

Feature set reduction helps speeding up the learning process and improve space requirement on the hardware. Reducing features can be done as far as it is possible to differentiate among classes. Otherwise, loss of information within the data set is imminent and the recognition will become impossible.

To do so, features that resemble each other are identified and only one is selected. Thus, the feature set F features is divided into subsets $F_1$, $F_2$, ..., $F_N$, so that all features in set $F_i$ have high correlation and any two features in different subsets $F_i$ and $F_j$ have low correlation. Feature selection methods are briefly described in the next section. A more comprehensive description is given in our previous work [21, 22]. The results of feature selection are also used for benchmarking in current experiments.

Feature selection with Fourier transformation

Two-dimensional Fourier Transform (FT2D) represents each sample in the frequency domain. For recognition purpose, a frequency is taken as a feature; and the feature set is reduced by selecting the frequencies with high amplitudes.

Gabor filters

Gabor filters are used to define an image in different frequency levels (frequency domain). Such representation yields a more thorough search of objects in a sample. Depending on the output of each Gabor filter, various features can be obtained and used in further analysis [23, 28].

Convolutional neural networks

Convolutional neural networks (CNN or ConvNet) is a mathematical tool that features invariance in shift, scale and distortion. LeCun et al. have described a LeNet-5, a model that successfully recognizes isolated characters [29]. Reported error rate for LeNet-5 were 0.8-0.96%. Even though the samples are different from Khmer alphabet, the model is a milestone in recognition technique.

CNN is also useful for analysis of other two-dimensional data [16, 30, 31]. Likewise, CNN shows high performance rates in tasks such as face recognition [19]. The structure of CNN is much more complex compared to classic setup such as Artificial Neural Nets.

A typical CNN uses small portions of a given image as input to the initial layer of its hierarchy. The information then progresses through the further hierarchical layers of the network where at each layer a filter is applied in order to obtain relevant features. The input image is convolved by small filters whose
coefficients are updated by training criteria. Hence, the first layer of CNN is essentially feature map resulting from of the convolution process, followed by a sub-sampling that reduces the dimensionality. Reducing dimensionality makes the system less prone to spatial shifts like rotation, skewing. This process can be repeated as many times as desired. The use of CNN for recognition of digits is described by LeCun et al. [29]. A typical topology is shown in Figure-3.

![Figure-3. Architecture of a typical convolution neural network, here for digit recognition. [25, 29].](image)

CNN can learn the underlying features that are not always visible to the naked eye. It does not explicitly extract features. On the other hand, the output of a layer can be taken as a representation of the input. Even the output layer, whose value predicts class, can be seen as a representation of current data sample. In fact, Razavian et al. [32] trained another classifier by using the information travelling between layers as features. The input size is also greatly decreased as well as computational cost. Current developments of hardware technology make it possible to implement greatly accelerated networks using publicly available libraries, such as TensorFlow [33], caffe[34], tfLearn[35] or Keras[36].

Building blocks of a Convolutional Neural Network have been extensively explained in many previous works [24-26, 28-30]. Typically, CNN consist of convolution layers, pooling layers, fully connected layers, learning rate, and activation function. Figure-3 summarizes the whole process.

**Experimental setup**

As mentioned in the data collection section, each of the six datasets is comprised of 561 (33X17) symbols. Division of each image is filed into an individual image of each syllable, cropping white space, and resizing to standard size are implemented programmatically in Java. Pre-processing, feature selection and basic classification were completed in previous experimentations [23,24]. Figure 4 shows the Block diagram of handwritten Khmer characters recognition process with FT2D and Neural Net.

For CNN setup we use two convolution layers, each followed by a pooling step. ReLu is used as activation function in fully connected layer, since it showed more significant results than other conventional functions like sigmoid or arctan.

Initially, multiclass classification, where the network would recognize one class out of 33 has been implemented. The recognition rate in that case turned out to be low, failing to yield any decisive outcome.

We built the CNN to recognize one consonant out of all (yes-no classification). For each dataset, we train 33 different CNN networks. At each training, one consonant is assumed as positive class, and all other – as negative. For example, at each run, the system is recognizing if the input is a sample of the letter “ الطبيعي /ka/”. In particular /ka/ is of class “yes”, unlike other consonants. The overall model is taken as the assembly of all 33 networks.

**RESULTS AND DISCUSSIONS**

Current experiments show that CNN yields best recognition rates. In order to assess the predictive performance of the model, we combine all data sets and perform CNN-based classification with k-fold cross-validation, where $k = 2,3,5,10$.

Recognition rates are averaged in order to obtain the recognition for CNN over that particular database. Results of recognition for Khmer handwriting are shown in Table-1.

<table>
<thead>
<tr>
<th>Handwritten Samples</th>
<th>Normalization</th>
<th>Feature Selection</th>
<th>Classification (ANN)</th>
<th>Classification (ANN)</th>
<th>Classification (CNN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td>Evaluation</td>
<td>Evaluation</td>
<td>Benchmarking</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure-4. Block diagram of handwritten Khmer characters recognition process.
folds. As a result, the recognition rate of the model is taken as the average of the obtained \(k\) recognition rates.

Table-1. Recognition rates under various settings.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Feature Set</th>
<th>Correlation-based</th>
<th>FT2D</th>
<th>Gabor filters</th>
<th>CNN-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.7</td>
<td>7.5</td>
<td>26.49</td>
<td>24.82</td>
<td>93.5</td>
</tr>
<tr>
<td>2</td>
<td>14.0</td>
<td>15.1</td>
<td>16.81</td>
<td>15.78</td>
<td>94.7</td>
</tr>
<tr>
<td>3</td>
<td>15.0</td>
<td>20.1</td>
<td>22.67</td>
<td>30.13</td>
<td>97.3</td>
</tr>
<tr>
<td>4</td>
<td>14.0</td>
<td>17.1</td>
<td>6.45</td>
<td>29.41</td>
<td>93.8</td>
</tr>
<tr>
<td>5</td>
<td>9.8</td>
<td>6.9</td>
<td>19.75</td>
<td>22.81</td>
<td>95.9</td>
</tr>
<tr>
<td>6</td>
<td>9.3</td>
<td>7.1</td>
<td>17.79</td>
<td>30.70</td>
<td>93.9</td>
</tr>
<tr>
<td>Average</td>
<td>11.63</td>
<td>12.3</td>
<td>18.33</td>
<td>25.61</td>
<td>94.85</td>
</tr>
</tbody>
</table>

Table-2 summarizes the recognition rates. The classifier has been trained a total of 20 \((2+3+5+10)\) times. Each time 33 different convolutional networks have been trained and their performance has been averaged. Distance based classification based on full feature set, as well as classification based on FS with Gabor filters, FT2D and feature correlation has not shown very high improvement over classification on full feature set. Convolutional Neural Net (CNN), however, greatly improved the classification. With CNN, recognition rate increased up to 93.5-97.3%. CNN also performs very well on the combined data set, where samples collected from all six donors are consolidated. CNN has been trained with k-Fold validation for various values of \(k\) \((k=2, 3, 5, 10)\) to ensure generalization and avoid overfitting.

Table-3 shows the comparison of our proposed method with previous work on Khmer Handwriting Recognition. Srun et al. achieved higher recognition accuracy for Khmer printed and scanned text using ANN [17]. Our proposed method can achieve similar high recognition accuracy of 94.85% for Khmer handwritten text using CNN.

Table-2. k-fold validation for CNN-based recognition on combined data

<table>
<thead>
<tr>
<th>(k) (folds)</th>
<th>(k = 2)</th>
<th>(k = 3)</th>
<th>(k = 5)</th>
<th>(k = 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition Rate (%)</td>
<td>99.1</td>
<td>92.7</td>
<td>93.3</td>
<td>92.0</td>
</tr>
</tbody>
</table>

CONCLUSIONS AND FUTURE WORK

This paper proposes CNN model for offline Khmer handwriting recognition. The CNN-based recognition system introduced here greatly outperforms the earlier classifiers, even with the reduced feature sets. In future, it is possible to reduce the features by selecting or combining batches of pixels, or by any other transformation. The main criteria for a text recognition system is speed and precision. The speed of recognition is not taken in consideration in this work and is left for future work.

The experiments described here are limited to Khmer consonants. Work on vowels, numerals, and other symbols is yet to be performed. The current work on Khmer handwriting recognition is very limited. Research in a broader scope has yet to be conducted. This attempt is the first to use CNN and the first to use a wide range of handwritten symbols for Khmer handwriting recognition.

Table-3. Comparison of our proposed method with previous work on khmer handwriting recognition.

<table>
<thead>
<tr>
<th>Work</th>
<th>Dataset</th>
<th>Data</th>
<th>Number of samples</th>
<th>Classifier</th>
<th>Average accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ye et al.[6]</td>
<td>Digital data (PC mouse, stylus pen)</td>
<td>Khmer, Myanmar Characters</td>
<td>242</td>
<td>Stock methods (GraffitiTM, EdgeWrite)</td>
<td>Writing pace</td>
</tr>
<tr>
<td>Sok and Taing[13]</td>
<td>Printed and scanned text</td>
<td>Khmer Characters</td>
<td>3000</td>
<td>SVM</td>
<td>98%</td>
</tr>
<tr>
<td>Meng and Morariu [14]</td>
<td>Printed and scanned text</td>
<td>Khmer Characters</td>
<td>215</td>
<td>ANN</td>
<td>65%</td>
</tr>
<tr>
<td>Thumwarin et al.[11]</td>
<td>Scanned text</td>
<td>Khmer letters and digits</td>
<td>6750</td>
<td>Distance-Based</td>
<td>98%</td>
</tr>
<tr>
<td>Kruy and Kameyama[15]</td>
<td>Printed and scanned text</td>
<td>Khmer words</td>
<td>1104</td>
<td>SIFT + distance-based</td>
<td>98%</td>
</tr>
<tr>
<td>Kheang et al. [16]</td>
<td>Printed and scanned text</td>
<td>Khmer words</td>
<td>110713</td>
<td>WFST</td>
<td>~73%</td>
</tr>
<tr>
<td>Srun et al. [37]</td>
<td>Printed and scanned text</td>
<td>Khmer Characters</td>
<td>33</td>
<td>ANN</td>
<td>97%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>Handwritten Text</td>
<td>Khmer Characters</td>
<td>3366</td>
<td>CNN</td>
<td>94.85%</td>
</tr>
</tbody>
</table>
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