INTRODUCTION

Over the years, the field of computing has adapted several biological processes for designing architectures for complex computations. Artificial Neural Networks (ANNs) represent one such paradigm. Investigations into the way the human brain processes information led to the development of artificial neural networks. The Ideal structure of the biological brain for information processing is the basis of the research. The main applications of neural network model are pattern recognition, optimization, prediction and control. This is accomplished by preserving, modifying and creating data through different learning processes.

Several types of neuron models have been proposed. These models are mainly categorized into Conductance based models such as Hodgkin–Huxley (HH) model [1] and FitzHugh-Nagumo (FHN) neuron model [2]. The Morris-Lecar neuron [3] is a more precise biological neuron model. Spike based models represent the temporal behavior of the neuron. Izhikevich models [4], Integrate and Fire (IF), and the Leaky-Integrate and Fire (LIF) [5] are examples of Spike based models. Recent models such as [6] seek to investigate specific mechanisms that influence computation in neurons. Spiking neural network (SNN) approach in ANNs is more closely related to the biological neurons [7] with information encoding in the form of action potentials called spikes that last for one millisecond on an average [8]. Artificial SNNs process spikes from neurons that are encoded with information. Power consumption, communication constraints and large latencies are the main limitations in conventional ANNs which can be resolved by spike neural networks. The high connectivity between the neurons is responsible for the high parallelism. Basically, a neuron consists of four distinct components called synapses, dendrites, axon and soma as in Figure-1 [9]. Synapses provide the connection between two neurons, dendrites act as input node to the neuron for collecting the signals, soma process the signal from the dendrites and the axon carries the output spike to other neurons when the total inputs exceeds the threshold. The existing parallel computing technologies do not fully exploit the scope for reduction in the computation overhead inherent in some programs. For example, the frame-free processing of image information drastically reduces the computations by avoiding monotonous backgrounds and irrelevant features using an event driven computation approach [10]. The performance of the neural network is mainly based on the activity, not the size of the network. This helps the system to speed up the process by reducing the computation according to the requirement. Also it reduces the power consumption and is well suited for real time applications. The event driven network is highly energy efficient because in every time step there is no update of every neuron.

The exponential evolution of semiconductor technology from the discrete transistor to billion transistors in accordance with the Moore’s law [11] has led to nanometer fabrication technologies. This drastic change in semiconductor fabrication technology initially led to the increase in the information processing capability, which has tapered off in recent times because of the limitations of physical laws. Thus providing a high degree of parallelism entails an increase in the number parallel processors and GPUs in the digital computing systems resulting in low energy efficiencies. Over half a century of research in the field of neuromorphic computing has...
degrees of data parallelism, they do not scale well for large number of neurons. They operate on batches of data instead of continuous streams and are not energy efficient [13]. The implementations with GPUs accelerate the computation compared to recent multicore computers and it can support significant amount of neurons without supercomputing technology. FPGAs (Field Programmable Gate Arrays) support real time simulation for limited resources [14]. The human brain project [14] is attempting to implement human realistic computing with help of high end GPUs for validation and tuning and FPGA for real time implementation.

B. Field programmable gate array (FPGA)

Modern FPGAs are more amenable for realizing large-scale neural networks with the availability of large numbers of logic gates and memory. Older generations of FPGAs could realize small neurons or small networks. The rapid strides made in FPGA technology have given rise to the possibility of implementing large networks using array architectures. A parallelized network of one million neurons has been realized with point to point connections [15].

Neural networks have emerged has one of the powerful tools for real time processing such as pattern classification, recognition, prediction and regression. In the last two decades, the high computational demands of neural networks have motivated researchers to explore and develop optimized hardware architectures. [16]-[19]. An FPGA Implementation of a large-scale neural network for pattern recognition by using Neural Engineering Framework (NEF) is reported in [20]. It is a standard three-layer feed forward network (input, hidden and output layers) constructed using subnetworks. The connections between the layers follow all-to-all connections with fixed random weights determined using pseudoinverse operation. The main aim of the work is not to achieve lowest test error but rather to develop a fast hardware pattern for real time tasks. The system is implemented with fixed-point numbers instead of floating point numbers to overcome the bottleneck of huge data storage requirement. Also to reduce the hardware cost the gray level of the input pattern is reduced to binary from a byte with negligible performance loss. Spike rates in NEF are used to calculate the weights. To implement the desired function, the low pass filter is used to sum the weighted output function to compute the firing rate. Effectively the neuron itself calculates the firing rate directly and becomes a non-spiking neuron. The high speed enables time multiplexing of neurons which will reduce the hardware resource overhead.

An event-driven Deep Belief Network (DBN) architecture called Minitaur with FPGA acceleration is proposed in [21] [22]. The accelerator is realized using Spartan-6 platform and consumes 200 out of 268 BRAMs as a cache for 1794 neurons and 647000 synapses distributed in four layers in 784-500-500-10 manner [13]. The neuron model in this work is divided into sub-models with Leaky Integrate and Fire model for soma, instantaneous synapse for input signal, and a fixed delay

**Figure-1.** Neuron structure and signal transmission with action potential [9].

The implementation of these complex biological systems requires high performance computational architectures with approximately $10^{18}$ operations per second. Custom hardware accelerators are an ideal choice for achieving this scale of performance with optimal memory management and energy efficiency since they can exploit the parallelism inherent in hardware compared to von Neumann machines. Though GPUs exhibit significant
axon for spike generation. This accelerator has 92% accuracy for MNIST handwritten digits’ dataset [23] and 71% accuracy in 20 newsgroups classification data set [24]. The authors report that the error can be reduced by increasing the number of bits for weights and by improving the training methods of spiking neurons.

A modification in Minitaur called n-Minitaur with multi-modalities is reported to improve the computational speed compared to other deep neural networks (DNNs) implemented in FPGA [25]. It supports real time spikes from different input sensors related to the same data set and combines the output of these sensors for identification/classification applications and gives 98% accuracy with spiking DNNs.

The design of neuroprostheses, where the biological neuron tissues are replaced with artificial neuron tissues, requires accurate interface with innovative ideas to overcome the technological challenges to establish communication between living cells and artificial ones. Pani et al. [26] proposed an Izhikevich model [4] spiking neuron in Xilinx Virtex 6 FPGA which supports closed loop experiments.

C. Application specific integrated circuits (ASIC)

Hardware implementation of spiking neural network with general processors not only limits the performance but also impacts the communication pattern in the brain which has a complex path to the target. In case of the FPGA, the main limitation is that a single FPGA is inadequate to implement very large networks consisting of large number of neurons. This has led to investigations into the feasibility of realizing single-chip neuromorphic systems using a target ASIC library. ASICs are typically faster and more area and energy efficient than FGPGAs [27][28]. However, FPGA prototyping is carried out to validate a design which will eventually be implemented as an ASIC. The evaluation of the system is possible only with multiple FPGA boards and serves to develop prototypes for the neurochips.

The spiking neural network architecture (SpiNNaker) inspired by the mammalian brain is a massively parallel million core architecture that aims to model real time large-scale spiking neural networks [29][30]. The system blocks are realized with RISC processors like the ARM9 processor in each processing node. It suffers from the drawbacks of general multi-core processor architectures because it uses the same memory hierarchies and organization of conventional CPUs. The system is implemented with 18 ARM 968 processor cores for a node with 96kB of local memory, 128 MB of shared memory and packet router for each core. The project uses Address Event Representation (AER) encoding for communication of neural activity between neurons. It introduces lightweight multicast packet routing mechanism which is a modification of conventional AER. In this protocol significant number of small data packets are transmitted between interconnects SpiNNaker provides a fast simulation platform for large scale spiking neural networks. It can support different types of network topologies and synaptic weight modification including variety of neurons and learning methods.

SpiNNaker architecture is an optimized implementation of biological real time point neuron models which is not center to the accurate modeling of the complex biological neurons. This computer architecture supports the balancing of complex parallel computation with memory hierarchy and communication protocol compared to the other architectures by compromising development cost [30].

The advantages of spiking neural network, which is different from traditional artificial neural network, such as high performance and lower power consumption can be achieved through hardware implementation only. Darwin Neural processing unit (NPU) [31] introduces a System on Chip (SoC) approach which include a RISC CPU, local bus, 64 KB SRAM for membrane potential and refractory period, SPI flash, UART controller and SDRAM controller for weight and delay attributes of each synapse and connection topology of neural network with dedicated NPU, fabricated by standard 180nm CMOS technology. Darwin NPU achieved classification accuracy of 93.8% with 25 MHz clock speed and 0.16s average latency for handwritten digit recognition with Spiking Deep Belief Network (DBN).

IBM developed a cognitive computing system (TrueNorth) [32] - [35] for spiking neuron using ASIC gates inspired by brain’s function, low power and compatible size. TrueNorth architecture is built with neuromorphic cores and a scalable network topology. It is implemented for fixed point simple arithmetic like addition and multiplexing operations. The neurons have slow firing rate in real-time compared to new CMOS technology. This helps the system to reduce the cost and power by reuse of the arithmetic block, switching off the idle neurons and using the event driven nature of the neurons.

High Input Count Analog Neural Network with Digital Learning System (HICANN-DLS) [36] is a neuromorphic chip that employs LIF mixed signal neuron models with 65nm CMOS technology for both digital and analog cores. The system is highly energy efficient with minimum footprint. The system is tuned to minimum bias range and digitally switches off all the subcircuits. For the optimum power and area, the design uses MOS capacitor, dual supply and thin and thick transistors.

Systems with analog and digital hardware are used for efficient neuromorphic computing such as “cxQuad” multi-neuron chips [37]. The analog hardware usually implements the synapses and neurons and the digital circuits are used for communicating the spikes between neurons in asynchronous manner and for configuring the network topology in cxQuad. The designed neuromorphic system is realized in full custom manner including a dynamic visual sensor as input and output classifier.
DEVICE LEVEL HARDWARE

A. Memristor

Power consumption and high transistor count are the main challenges for the synaptic circuit implementation in CMOS technology. The memristor (combination of memory and resistor), which can emulate the function of the synapses by storing and modifying its resistance with respect to the time integral of the current through it [38], is one of the solutions for the above challenge. In [39] the authors propose a memristor bridge based synaptic scheme. The proposed method takes into account the inherent spatial non-uniformity and non-idealities in the response of the memristor bridge synapse. A weight change rule based on an average firing rate [40] and memristor array [38] [41] are proposed synaptic devices.

In [42] the authors propose a neuromorphic hardware system with memristor array for synaptic connections, using modified spike timing dependent plasticity learning rule which requires two operation periods, integration and reset. The system includes a CMOS image sensor(CIS) and a signal processing unit (SPU) as input layer implemented with FPGA, a memristor array and leaky integrate and fire CMOS neurons as output layers. The memristor acts as synaptic weight of the neural network and its resistance changes according to the spike rate of input sections. The system gives 100% correct recognition for images without noise level but there is a limitation in the system for similar pixel value images.

The existing neuron architecture has several problems when it integrates with the memristors in large neural networks [43]. The integration of currents across thousands of memristors in parallel computing will cause summing current overhead [44]. The next challenge for memristor usage is synaptic learning signal of neural network which should be electrically compatible with two terminal memristors [45]. The basic advantage of nanoscale memristor is implementation of large number of synapses with high integration capability. This advantage will be neutralized if any accessory circuit is added for online learning of the network and can be avoided by the usage of compatible design which supports the same node of memristor. The nanoscale memristor implementations achieve a power efficiency of 97% for 10000 memristor synapses [43].

B. Resistive random access memory (RRAM)

The complex computations in neural network increases the number of synapse circuits and hence the footprint. There is also a corresponding increase in power and memory overheads. The current developments in nanotechnology have led to the invention of a new resistive switching device called Resistive Random Access Memory (RRAM) which offers an alternative for implementation of biological synapses [41]; The RRAM is a low power device with a capability of multi-bit storage. Its main limitation is the presence of parasitic current paths in passive arrays which cause interference between cells. This can be overcome by selection of devices like metal insulated transition devices.

C. Conductive bridge random access memory (CBRAM)

The resistive non-volatile memory technology like Conductive Bridge Random Access Memory (CBRAM) [46] consumes ultra-low power and it can be used for implementing binary synaptic circuit with high accuracy in a neuromorphic system. The compatibility with CMOS, ease of fabrication, low power and scalability gives superiority for CBRAM in synaptic circuit implementation.

D. Leaky integrate fire neuron based on floating gate integrator (FG-LIF)

The artificial neuromorphic system always tries to imitate the biological brain system with synaptic and neuron circuits communicating with each other by spikes. The postsynaptic neurons integrate the spikes potential from presynaptic neurons until the potential reaches the threshold for firing. This leaky integrate and fire model for neurons is widely used in artificial spiking neural networks. The integration of spikes can be implemented through capacitor based integrators [47] - [49] which introduces time delay. LIF neurons based on Floating Gate integrator (FG-LIF) [50] have also been proposed instead of capacitor integrators. The Charging and discharging mechanism in FG is independent of area, width and thickness of tunnel barrier. This will help the scaling of the circuit and the reduction in power consumption.

METRICS

A. Speed

The speed of the biological neuron is very less approximately 200,000 times, compared to FPGA implemented neuron. So a real neuron can time multiplex to many virtual neurons [51]. Data storage is the actual limitation of this time multiplexing approach. In FPGAs limited storage capability of on-chip SRAMs will be one of the main challenges to data storage. When considering the speed of FPGA use of off-chip memory is possible but difficult because of the bandwidth of the memory. To overcome this difficulty an address buffer for virtual neurons is used and from the address buffer the weights of virtual neuron are calculated with the help of fixed random generation instead of storing weight of virtual neuron [18]. In this work, the neuron is designed based on conductance and randomized parameters in a highly effective way. The computational speed of the neural network is improved in n-Minitaur which is based on spiking DNN with fusion of multi sensors [25].

B. Memory

The event-based neural network's performance is limited during the spike generation because of the memory intensive nature of the operation. The operations that are memory intensive during spike generation are receipt neuron determination and the weights of each neuron.
Instead of using lookups for neuron connection, rule-based neural network connections are effective like DBNs, [52] Restricted Boltzmann Machines (RBM) [53] and multilayer perceptron for optimum memory usage. DBNs is a deep layered network developed from two layer RBM. The input of the visible layer is the output of the hidden layer of two layer RBM with Contrastive Divergence unsupervised learning [54] of layers one after other.

The next challenge in neural network acceleration is managing postsynaptic currents because of large number of output connections. One solution for this is to store the spike source address instead of storing the destination address and determine the destination by rule-based connections [13]. The next problem in event driven system is effective usage of caches in neuron weight and states for real time applications by exploiting only significant inputs. For example, instead of frame based processing of video data, frames with local intensity changes in the video data alone are considered for event based spike generation as in [55].

The RBM used in DBN tolerate memory errors in the time of pre-training and post-training [56]. The fault tolerance is analysed in [57] by fault models like stuck at 0 and stuck at 1 which changes the parameters such as weights and bias of neurons, by fault injection in weights and biases, and by bit flipping.

C. Size

The scalability of neuromorphic system implemented in silicon is limited by several factors such as silicon technology, learning circuits for neurons, memory and the inter neuron communication. Seo et.al.[57] proposed a system with transposable SRAM arrays that shares the circuits for learning algorithm and extend only according to the requirement. The system employ novel crossbar switches for communication, and robust neuron circuits. It is difficult to implement the all to all connectivity between layers of neural network in hardware due to the requirement of significant hardware resources with increase in neurons of layers. This will limit the size and flexibility of networks.

One way to alleviate this issue is by a receptive field (RF) approach based neural network [58], [59]. In RF as shown in Figure-2, only a limited spatial range of inputs is considered for the tasks assigned to the network at a time. This approach with fixed amount of neurons in each layer gives the same accuracy of Extreme Learning Machines (ELMs) which have all-to-all connectivity between layers [58]. Still there is a difficulty in implementing hardware for the RF approach to determining the size, position and shape of RF randomly in a flexible manner. The improved RF approach with vectored input from sequentially indexed region from input image using shift registers helps to reduce this problem. An SRAM based implementation of RF, which has smaller footprint compared to logic gates, yields a better accuracy than ELM approach [60]. This gives an average accuracy of 96.22% with MNIST dataset.

The weights learned with double floating point precision in the time of training can be converted to lower floating point precision to reduce the hardware requirement [61]. According to IEEE 754 the double floating point precision requires one bit for sign, 52 bits for fraction and 11 bits for exponent. By holding the integer part constant, the synaptic weights, bit precision is reduced to one bit which is capable of handling the maximum and minimum weight values. The lower precision weights are calculated from trained double precision floating point weights in [61] as

$$W_L = \text{round}(2^f \cdot W_H) \cdot 2^{-f}$$

Where $W_L$ is the lower precision representation, $W_H$ is the double precision floating point weights and $f$ is the lower precision resolution.

Figure-2. Illustration of RF Approach for Neural Network:
The hidden layer receives a small rectangular field of original image. This figure adapted from [58].

One of the recent critical issues in semiconductor technology is the scaling limit of the device. The devices like memristor and RRAM require less physical space compared to silicon transistors. The area required for five titanium oxide memristors is less compared to single transistor which is compatible with CMOS technology. Reduction in the area of transistor is difficult, whereas the savings in area of memristors is obvious [38]. The Floating Gate LIF neuron based spike integration depends on tunnel barrier property which is area independent (unlike capacitor based integrators) thereby resulting in high scalability for the neural network implementation [50].

D. Communication

The communication in the brain is very complex and occurs in the form of small packets of information to a large number of destinations. The communication in computers on the contrary happens with large data packets. This limits the conventional communication
methods for implementation of communication in SNNs. The SpiNNaker architecture proposed optimized communication infrastructure with large number of small data packets using a simple packet protocol called SpiNNaker Datagram Protocol (SDP) [29]. The spikes from and to the neuron are communicated using Address-Event Representation (AER) format. The spikes are communicated as AER packets with identity of neuron and time of the spike generation. Darwin NPU [31] system uses AER and reduces the power consumption by enabling the NPU logic functions only when packets are received.

E. Computation

The inherent parallel computing of neural network limits the implementation with CPUs and requires dedicated architectures. The event driven network controls the computation by the events in the neurons. The Minitaur accelerator pre-processes the data to reduce the computation time by applying frequency inverse document frequency transform which controls the frequently used words and identifies uncommon words [13].

One of the drawbacks of DBN is the requirement of multiple layers and the connections between these layers. This makes the system computationally intensive. An alternative approach for this problem explores an unconventional method based on stochastic unary computation for DBN [62]. Stochastic computation helps to convert complex computing into simplified bitwise logic functions. It uses the statics of binary numbers present in the input with the help of uniformly distributed random numbers and comparators.

F. Noise

Noise is uniformly distributed. The noise will lead to decision errors in the network. This can be reduced by increasing the input data from the sensors with a penalty of increased complexity. The memristor based synaptic connections introduces decision errors due to the non-uniformity in the memristance due to process variations [42]. The hardware implementation with integrated circuits also produces noise which creates irregular spikes. The different types of noises simulated with FG LIF neuron circuits and the inter spike interval between adjacent spikes can be fit in to Gamma distribution with parameters similar to biological neurons [50]. The effect of noise produces random spikes. The RMM weights have an ability to denoise by extracting the significant features of the data and propagating through the layers by Deep Belief Networks [13], [61].

G. Power

CMOS implementations of synaptic circuits need large numbers of transistors and hence the power requirement of the system is very high as a consequence. The event driven neurons consume more energy when they produce spikes. In a given period of time, higher the spike activity, the more power consumed by the neurons. The power consumption of neural network depends on several factors like CMOS technology, firing rate and spike width of neuron.

The SpiNNaker project uses SpiNNaker application programming interface (spin1API) that reduces the power requirement by using interrupts and queue structure for the event-driven programming model [29], [30]. In True North design, the power consumed by global clock circuits, and collocated memory was eliminated. True north chips also have reduced datapaths and implement sparse distributed memory [35]. The chip manufactured with low power 28nm CMOS technology has reduced static power consumption. The high scalability of FG LIF neuron due to its tunnel barrier property and the subthreshold operation in floating gate transistor, achieves low power consumption less than 30pW [50]. The passive devices like memristors as synaptic connections also act as alternatives for power reduction [38], [41], [42]. The synapses with RRAM technology reduce power consumption by short spikes and burst mode operation [63].

CONCLUSIONS

The neuromorphic system with spiking neurons has the advantages of event driven nature, high parallelism, energy efficiency and close relationship with the biological neurons. The potential of artificial spiking neurons is still not completely utilized especially in the area of training and learning. In this paper we have discussed the different hardware approaches and novel devices for the implementation of spike based neuromorphic systems. The major issues that exist in neuromorphic hardware and solutions proposed that address these issues have also been investigated. The extensive computation overhead of neuromorphic systems is a major concern for real-time applications. Future research is expected to focus on scaling of the network architectures with effective use of time multiplex neurons to minimize memory storage and the bandwidth requirement of off-chip memory.
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