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ABSTRACT

Producing pseudo-random numbers (PRN) with high performance is one of the important issues that attract many researchers today. This paper suggests pseudo-random number generator models that integrate Hopfield Neural Network (HNN) with fuzzy logic system to improve the randomness of the Hopfield Pseudo-random generator. The fuzzy logic system has been introduced to control the update of HNN parameters. The proposed model is compared with three state-of-the-art baselines the results analysis using National Institute of Standards and Technology (NIST) statistical test and ENT test shows that the projected model is statistically significant in comparison to the baselines and this demonstrates the competency of neuro-fuzzy based model to produce a pseudo-random number.
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1. INTRODUCTION

Today, telecommunication technologies grow rapidly, especially in the Internet, mobile networks and the domain of information transmission. These developments generate new challenges in the field of protecting information from an unauthorized intruder. It has strengthened the activities of the researchers in the cryptography domain to obtain strong secure cryptographic techniques [1]. Several cryptographic protocols such as electronic payment schemes, non-repudiation, authentication, integrity, privacy or key management require random components [2]. Therefore, random number generators (RNGs) are essential in the cryptographic system. Security in these systems is based on the inability to predict future numbers from observed sequences [3].

The literature shows that there has been a growing attention in the utilization of various types of neural networks and fuzzy logic system regarding pseudo number generator. Yuhua et al. used the back propagation neural network (BPNN) for improving the conventional random number generator (RNG). The secure hash algorithm (SHA-2) hash function has been employed to guarantee the randomness of the generated random numbers. The random number quality made by the architecture suggested in this work agreed with the cryptographic system security based on the consequences of standardized by the U.S test suites [4]. Kayvan and Alireza introduced a pseudo-random number generator by using a distinctive feature of Hopfield neural network (HNN) including random performance under definite conditions. A comparison has prepared with ideal random number generators. The national institute of standards and technology (NIST) statistical tests have adopted for determining the performance and for calculating quality of the projected HNN random number generator [5]. Wen et al. investigated the exponential lag synchronization mechanism of memristive neural networks (MNNs) problem through a fuzzy procedure for pseudo-random number generator. The MNNs model has been accomplished using a recurrent neural network and the knowledge of memristor. Then, a fuzzy process of MNNs has been used concerning the state-dependent memristor properties providing means for perceiving the complex MNNs by means of dual subsystems only. Slave systems and controller gain connection weights have updated to arrange for the slave systems exponentially lag synchronized with the master systems [6]. Yayik and Yakup implemented a neural network based cryptology. They considered a system with dual stages. In the initial stage, pseudo-random numbers have produced by a neural network. The cryptosystem has been developed using the produced random number in the 2nd stage. This neural network based cryptosystem encrypted and decrypted the data by the two identical artificial neural networks (ANNs) [7]. Sattar et al. suggested a fuzzy system for generating a sequence of frequencies for a spread spectrum communication system. The fuzzy rules described the old frequencies distribution by new output frequencies. The proposed fuzzy system experimented with many frequencies and compared with other types of pseudo random number generator (PRNG). The result showed that the proposed fuzzy system provided a more uniform distribution than did the other methods [8]. Igor and Khaled proposed a fuzzy synchronous stream cipher system using a composition of a non-linear feedback shift register to attain a pseudo-random. The suggested system was straightforward and appropriate for a number of telecommunication cipher employment. The produced pseudo-random sequence successfully passed the tests of NIST package [9]. Igor and Khaled studied the parameters that affect a pseudo-random number generator based on fuzzy logic (FRNG). FRNG, the size of the buffer and number of membership functions parameters played a crucial role and directly affected the sequence randomness. The best randomness was attained by selecting the best values of these parameters. The results were tested using the NIST test suite and examined with Matlab random generator and sixteen random generators from the Diehard bundle [10].

The proposed work is an extension to the work of [11] and the main contribution in this work is to integrate
Hopfield neural network and fuzzy logic system to solve pseudo random number generation problem. The proposed fuzzy logic system controls the adjustment of Hopfield neural network’s parameters and emphasizes the strength of Hopfield neural network in terms of randomness.

This paper is organized as follows: in section 2, background of HNN and fuzzy logic system are presented. The proposed model for pseudo number generation is introduced in section 3. Results and the analysis of the proposed PRNG model are presented and discussed in section 4. Finally, section 5 concludes the proposed work and suggests some further ramifications.

2. PRELIMINARY CONCEPTS

This section gives a brief description to the HNN and fuzzy logic system that have been adopted in this work for solving pseudo number generation problem.

2.1 Hopfield neural network

Hopfield neural networks stand for a solitary layer recurrent networks that have a cycle and the output from a neuron is input for other neurons in the network. However, they don’t have self-back feedback. The Hopfield Neural Network has auto-associative memory algorithm to supply advantageous information in memory and later it can replicate this information. HNN employs Hebbian equation to memorize several patterns by relating them with the inputs of the network in the weight matrix, and after some iterations, the network can influence the stable point that is in accordance with the pattern which as been memorized [12].

The output of Hopfield network is set by Equation 1, which is the update equation for the solitary neuron [13].

\[ x_i(t + 1) = \text{sign}(\sum_{j=1}^{n} x_j(t)w_{ij} - \theta + l_i) \]  

(1)

Where:

- \( x_i \): is the output magnitude of the neuron from the preceding iteration.
- \( w_{ij} \): is the weight matrix unit that links neuron \( i \) to neuron \( j \).
- \( l \): is constant external Input.
- \( n \): is the neurons number in the network.
- \( \text{sign} \): is an activation function.
- \( t \): is the iteration number and \( \theta \) is the threshold.

Some of the important characteristics of a Hopfield network are shown as follow [12] [4]:

a) The weight matrix of an HNN has been symmetric with zero-valued diagonals, and just single neuron is activated per iteration then by means of Energy function that lessens after every iteration until a local optimal objective of this function is found.

b) After the convergence, the output of network has the smallest distance or is precisely equivalent to one pattern put in storage in the network throughout its weight matrix definition.

c) The patterns that put in storage in the network are orthogonal to one another and their number \( M \leq 0.15N \), where \( N \) is the number of the network neurons.

2.2 Fuzzy logic controller

L. Zadeh 1965 first proposed the fuzzy set theory that is essentially concerned with quantifying and reasoning using natural language. It is considered as an expansion of the traditional crisp set [14]. Fuzzy logic produces a simplistic method to perform a certain conclusion based on imprecise, ambiguous, noisy, or missing input information. [15].

The fuzzy logic controller predefined membership functions and fuzzy inference rules to map numeric data into linguistic variable terms [14]. A typical fuzzy logic controller (FLC) contains three basic components: fuzzification, inference engine, and defuzzification modules. The fuzzification module transforms the crisp value of the input signal into suitable linguistic values that represent terms or sentences from a natural language, rather than numerical values based on the fuzzy set [16].

The second module of FLC is the inference engine that makes the decision based on a fuzzy rule according to the information from the fuzzification module. A fuzzy inference system involves linguistic variables, fuzzy rules, and a fuzzy inference mechanism. Fuzzy rules are a collection of rules, which produce an association between input and output data. A fuzzy rule is a single IF-THEN rule, which holds a condition and a conclusion. Finally, the defuzzification model converts a fuzzy output into a crisp value. There are several defuzzification methods and selecting a suitable one is based on the given application [17].

3. THE PROPOSED NEURO-FUZZY BASED PRNG

The most important target for any PRNG is producing the pseudo-random number that is high in randomness and in degree of independence. The proposed PRNG based on HNN in [11] has some restrictions in the length of sequence that depends on the number of neurons, and the seed of generator. In the Hopfield, the weight matrix is the seed that means the network with \( N \) input neurons has weight matrix with \( N \times N \) units and this seed is huge. Therefore, this work is an extension of the work in [11] to override HNN limitation. The proposed model utilizes fuzzy logic controller to support the Hopfield network as in what follows:

a) Satisfying the challenge represented by randomness handling of PRN.

b) Generating the same sequence length by a less number of neurons.
c) Extracting the five last digits of the fraction part for each neuron output and the mod 8 operation is performed for each digit. Then the output is converted to 3 bits, binary representation that helps to produce a large number of bits with the same number of neurons without affecting randomness performance.

In the proposed fuzzy logic, the outputs of the Hopfield neural network are passed through a buffer. The purpose of the buffer is to make the output of the network to be convenient for FLC. Two statistical metrics: mean ($m$) and run test ($r$) have been adopted to assess each buffer.

The mean metric denotes the average number of 1's in the buffer and $r$ represents the $p$-value[18] of run test in the buffer. The main steps for calculating the run test are described in Algorithm 1.

**Algorithm 1:** calculation the P-Value of Run test

**Input:**
- The sequence of bits in the buffer with length $l$.

**Output:**
- P-Value of Run test.

1. Calculate the number of 1's, $n_{one}$.
2. Calculate the pre-test proportion ($p_{test}$): $p = \frac{n_{one}}{l}$.
3. Calculate the test statistic $v_1 = \sum_{k=1}^{l-1} r(k) + 1$, $r(k) = \begin{cases} 0 & \text{if } \text{bit}_k = \text{bit}_{k+1} \\ 1 & \text{Otherwise} \end{cases}$
4. Calculate $p\text{-value} = \text{erf}(\frac{v_1 - 2lp_{test}(1-p_{test})}{2\sqrt{2lp_{test}(1-p_{test})}})$, where erf is error function.

After that, the resulting two statistical metrics, namely, $r$ and $m$ of the output neuron are used as inputs to the fuzzification component. The first input variable, $r$, is assigned in terms of its linguistic variable into three fuzzy sets that stand for low (L), medium (M) and high (H). The second input variable, $m$, is categorized into five fuzzy sets, namely, very low (VL), low (LW), medium (MM), high (HH) and very high (VH). The output variable $o$, is assigned in terms of its linguistic variable by using three fuzzy sets that are represented by bad (BD), good (GD) and best (BT). The triangular membership function is presented in Equation (2) [19]. The two inputs random and output variable $o$ are depicted in Figure-1.

\[ \text{trimf}(x; a, b, c) = \max(\min(\frac{x-a}{b-a}, \frac{c-x}{c-b}), 0) \]  

(2)

**Figure-1.** Membership functions of a. the first input variable ($m$), b. the second input variable ($r$) and c. the output variable ($o$).
Then, at inference engine component, the following if-then rules have been proposed to examine the output of the neuron as summarized in Table-1 with \( r \) and \( m \) as inputs whereas \( o \) as the output. Finally, in the defuzzification component, the center of gravity function in Equation (3) [16] is applied to calculate the crispy output, \( c \).

\[
\text{COG}(x) = \frac{\sum_{i=1}^{n} x_i \mu_c(x_i)}{\sum_{i=1}^{n} \mu_c(x_i)}
\]  

(3)

Table-1. The proposed fuzzy rules

<table>
<thead>
<tr>
<th>Second input ((m))</th>
<th>First input ((r))</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td>LW</td>
<td>BD</td>
</tr>
<tr>
<td>VL</td>
<td>BD</td>
</tr>
<tr>
<td>MM</td>
<td>BD</td>
</tr>
<tr>
<td>HH</td>
<td>BD</td>
</tr>
<tr>
<td>VH</td>
<td>BD</td>
</tr>
</tbody>
</table>

Two models that combine HNN to the fuzzy logic controller have been suggested for updating the HNN parameters. The first model named as FSHNN-PRNG attempts to control the HNN parameters synchronously (i.e. all neurons in the network are updated). While the second model named as FAHNN-PRNG controls the parameters asynchronously, (i.e. one-neuron is updated per iteration).

3.1 The proposed FSHNN-PRNG model

When the Hopfield updates their neurons in a synchronous way, all neurons inputs and their weights are updated in each iteration. for the proposed FSHNN-PRNG model, the updating of HNN parameters is under the domination of fuzzy logic controller by passing the new and previous output of all neurons of HNN to the two buffers. The first buffer holds the new output and the second one contains the previous output. Then, checking the validity of a neural output is determined by evaluating the quality of buffers content using two metrics: run test and mean. These values are passed to the proposed fuzzy logic controller to determine which one of them has the best statistical characteristics. After that, the "good" or "best" quality output that is fittest is selected to be the output of the HNN in the next iteration and the weight of "bad" output is updated to upgrade that output as shown in Figure-2. The crispy value generated as an output of the fuzzy logic controller is used to control the updating of the HNN weighs as in Equation 4.

\[
\forall i \in \{1, ..., N\}, \forall j \in \{1, ..., N\}
\]

\[
w_{ij} = \begin{cases} w_{ij} + \beta & \text{if } i \geq j \\ w_{ij} - \beta & \text{Otherwise} \end{cases}
\]

(4)

Where

\[
\beta = \frac{c}{1000} \times \frac{y_i}{y_i'}
\]

\( y_i \) is the output of neuron \( i \).

\( y_i' \) is the previous output of neuron \( i \).

Updating neural network parameters under the control of fuzzy logic continues until a maximum number of iterations (\( Max_{itr} \)) is reached or the output of fuzzy logic becomes "best" as revealed in Figure-2.
3.2 The proposed FAHNN-PRNG model

In the asynchronous updating, one neuron is picked at each iteration. Then the output of this neuron is calculated and its state is updated accordingly (i.e. state of other neurons remains unchanged). The proposed FAHNN-PRNG model works almost in the same way as the FSHNN-PRNG model. The differences between these two models are as follows:

FAHNN-PRNG model picks one neuron at a time and compare it with other neurons. Then the outputs of those two neurons are passed into two buffers. Size of the buffer in this model depends on the number of extracted digits from each output, unlike FSHNN-PRNG that has buffer size equal to sequence length of network’s output. In the updating step, the crispy value of each neuron is compared with each one of the other neurons, if the active neuron is better than other neurons. Then, the active neuron output passes as an input for the next iteration. On the other hand, if the other neurons are better than the active neuron, the HNN weight matrix is updated as in Equation 5.

∀i ∈ {1,...,N} \land k is an active neuron.

\[ w_{ki} = \begin{cases} w_{ki} + \beta & \text{if } k \geq i \\ w_{ki} - \beta & \text{otherwise} \end{cases} \]

Where

\[ \beta = \frac{c}{1000} \times \frac{y_k}{y_i} \]

\(y_k\) is the output of active neuron.

\(y_i\)' is the output of \(i^{th}\) neuron.

The network continues until a maximum number of iterations (\(Max_{itr}\)) is reached or the network becomes stable. Number of iterations of this model is more than FSHNN-PRNG model because the active neuron requires to be compared with all other neurons. In this model, each neuron is compared with one neuron each time and the size of the buffer for this model depends on the number of the extracted digits. This means that the sequence is divided into small blocks and each time FLC tries to improve the block sequence and in the overall effect, FLC becomes clearer and stronger than the previous model.

4. EXPERIMENTAL RESULTS AND DISCUSSION

This section examines the performance of the two models proposed in this paper for generating pseudo-random number. The performance of the proposed models is evaluated against other existing methods, Blum Blum Shub (BBS), Linear Congruential generator (LCG) and Quadratic Congruential-I generator(QCG-I) using the national institute of standards and technology (NIST) [19] statistical test and ENT [20] test. Furthermore, six tests of NIST test specifically: frequency, block frequency, cusum-forward, cusum-reverse, run, and FTT have been adopted as an evaluation metrics and the remaining tests are not used since they need more than 1500 bits for satisfactory operation. The experiments have been conducted under five runs and the average of five runs is reported for each of the proposed models.
The performance of FSHNN-PRG model that updates the HNN parameters synchronously and FAHNN-PRG, which uses the asynchronous updating in the HNN under control the fuzzy logic system clearly are pointed out that the both models provide good performance in terms of randomness and they passes all tests successfully compared with other baseline methods as shown in Table-2. As obviously noticed, the proposed FSHNN-PRG and FAHNN-PRNG models have produced more randomness in comparison with other baseline method with varying sequence length, \( l = \{1500,1200,900,600\} \).

Results in Table-3 illustrate and summarizes the performance of the proposed models with varying sequence length, \( l = \{1500,1200,900,600\} \) concerning ENT test. Moreover, as illustrated previously, FAHNN-PRNG model in most tests has the best performance compared to FSHNN-PRNG model except the block frequency test. The results show that reducing the number of neurons affects the performance of FSHNN-PRNG model and it makes it performs better than FAHNN-PRNG model and it is observed that this is associated with buffer size. In FAHNN-PRNG, the size of the buffer does not change and does not depend on the number of neurons. Though, in FSHNN-PRNG, the size of the buffer depends on the sequence length. Therefore, decreasing the number of neurons leads to reducing the generated sequence length. This means that the fuzzy logic controller copes with a short buffer size.

Also, the results clearly elucidate that the proposed models with fewer number of neurons could generate good sequences in terms of randomness which is better than the sequences that are generated with more number of neurons when using HNN alone for generating random number.

### Table-2. Comparison regarding p-value of the FSHNN-PRNG model and FAHNN-PRNG against BBS, LCG and QCG-I.

<table>
<thead>
<tr>
<th>( l )</th>
<th>Model</th>
<th>Frequency</th>
<th>Block Frequency</th>
<th>Cusum-Forward</th>
<th>Cusum-Reverse</th>
<th>Runs</th>
<th>FTT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500</td>
<td>FAHNN-PRNG</td>
<td>0.504222</td>
<td>0.671187</td>
<td>0.572812</td>
<td>0.565956</td>
<td>0.801661</td>
<td>0.079265</td>
</tr>
<tr>
<td></td>
<td>FSHNN-PRNG</td>
<td>0.396514</td>
<td>0.733063</td>
<td>0.497414</td>
<td>0.479928</td>
<td>0.783373</td>
<td>0.105828</td>
</tr>
<tr>
<td></td>
<td>BBS</td>
<td>0.213309</td>
<td>0.739918</td>
<td>0.122325</td>
<td>0.035174</td>
<td>0.739918</td>
<td>0.035174</td>
</tr>
<tr>
<td></td>
<td>LCG</td>
<td>0.911413</td>
<td>0.739918</td>
<td>0.534146</td>
<td>0.066882</td>
<td>0.350485</td>
<td>0.035174</td>
</tr>
<tr>
<td></td>
<td>QCG-I</td>
<td>0.534146</td>
<td>0.534146</td>
<td>0.350485</td>
<td>0.350485</td>
<td>0.534146</td>
<td>0.000199</td>
</tr>
<tr>
<td>1200</td>
<td>FAHNN-PRNG</td>
<td>0.739918</td>
<td>0.529224</td>
<td>0.760506</td>
<td>0.593442</td>
<td>0.584145</td>
<td>0.002169</td>
</tr>
<tr>
<td></td>
<td>FSHNN-PRNG</td>
<td>0.627741</td>
<td>0.655176</td>
<td>0.730629</td>
<td>0.453771</td>
<td>0.415247</td>
<td>0.00232</td>
</tr>
<tr>
<td></td>
<td>BBS</td>
<td>0.122325</td>
<td>0.739918</td>
<td>0.739918</td>
<td>0.035174</td>
<td>0.534146</td>
<td>0.000199</td>
</tr>
<tr>
<td></td>
<td>LCG</td>
<td>0.350485</td>
<td>0.350485</td>
<td>0.350485</td>
<td>0.035174</td>
<td>0.350485</td>
<td>0.000001*</td>
</tr>
<tr>
<td></td>
<td>QCG-I</td>
<td>0.350485</td>
<td>0.350485</td>
<td>0.534146</td>
<td>0.122325</td>
<td>0.739918</td>
<td>0.000199</td>
</tr>
<tr>
<td>900</td>
<td>FAHNN-PRNG</td>
<td>0.739918</td>
<td>0.739918</td>
<td>0.066882</td>
<td>0.350485</td>
<td>0.739918</td>
<td>0.066882</td>
</tr>
<tr>
<td></td>
<td>FSHNN-PRNG</td>
<td>0.350882</td>
<td>0.614022</td>
<td>0.758229</td>
<td>0.705486</td>
<td>0.760506</td>
<td>0.007804</td>
</tr>
<tr>
<td></td>
<td>BBS</td>
<td>0.350485</td>
<td>0.534146</td>
<td>0.739918</td>
<td>0.213309</td>
<td>0.534146</td>
<td>0.002043</td>
</tr>
<tr>
<td></td>
<td>LCG</td>
<td>0.122325</td>
<td>0.122325</td>
<td>0.350485</td>
<td>0.350485</td>
<td>0.739918</td>
<td>0.000954</td>
</tr>
<tr>
<td></td>
<td>QCG-I</td>
<td>0.534146</td>
<td>0.350485</td>
<td>0.534146</td>
<td>0.122325</td>
<td>0.213309</td>
<td>0.035174</td>
</tr>
<tr>
<td>600</td>
<td>FAHNN-PRNG</td>
<td>0.739918</td>
<td>0.213309</td>
<td>0.350485</td>
<td>0.911413</td>
<td>0.911413</td>
<td>0.000000*</td>
</tr>
<tr>
<td></td>
<td>FSHNN-PRNG</td>
<td>0.33</td>
<td>0.648321</td>
<td>0.584145</td>
<td>0.627741</td>
<td>0.877114</td>
<td>0.000001*</td>
</tr>
<tr>
<td></td>
<td>BBS</td>
<td>0.534146</td>
<td>0.350485</td>
<td>0.739918</td>
<td>0.350485</td>
<td>0.911413</td>
<td>0.000003*</td>
</tr>
<tr>
<td></td>
<td>LCG</td>
<td>0.350485</td>
<td>0.213309</td>
<td>0.066882</td>
<td>0.350485</td>
<td>0.911413</td>
<td>0.000003*</td>
</tr>
<tr>
<td></td>
<td>QCG-I</td>
<td>0.350485</td>
<td>0.739918</td>
<td>0.350485</td>
<td>0.534146</td>
<td>0.000000*</td>
<td></td>
</tr>
</tbody>
</table>
Table-3. ENT test results of the proposed models for different sequence length.

<table>
<thead>
<tr>
<th>$l$</th>
<th>$N$</th>
<th>$d$</th>
<th>Model</th>
<th>ENT Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Entropy</td>
</tr>
<tr>
<td>1500</td>
<td>100</td>
<td>5</td>
<td>FSHNN-PRNG</td>
<td>0.89012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>FAHNN-PRNG</td>
<td>0.891798</td>
</tr>
<tr>
<td>1200</td>
<td>80</td>
<td>5</td>
<td>FSHNN-PRNG</td>
<td>0.891342</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>FAHNN-PRNG</td>
<td>0.892378</td>
</tr>
<tr>
<td>900</td>
<td>100</td>
<td>3</td>
<td>HNN-PRNG</td>
<td>0.889652</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>FSHNN-PRNG</td>
<td>0.890898</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>FAHNN-PRNG</td>
<td>0.891914</td>
</tr>
<tr>
<td>600</td>
<td>100</td>
<td>2</td>
<td>HNN-PRNG</td>
<td>0.891318</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>FSHNN-PRNG</td>
<td>0.889082</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>FAHNN-PRNG</td>
<td>0.892194</td>
</tr>
</tbody>
</table>

$d$ is the number of extracted digits from output.

5. CONCLUSIONS

Any pseudo-random number generator has the challenge of producing sequence numbers with high quality in terms of randomness and independence. The main contribution of this paper is to develop pseudo-random number generator models with two significant aims: generation of numbers with high randomness and with large sequence. Two models for generating pseudo-random number based on combining have been proposed. The overall results reveal that the proposed models surpass other baseline methods. The proposed models built on coupling HNN and fuzzy logic have ensured their convenience to produce a large sequence of bits equivalent to 1500 bits with high performance in terms of randomness. In addition, they have the capability of producing the same sequence length produced by the other models using less number of neurons and gaining best performance in terms of randomness. In the proposed fuzzy Hopfield models, it is shown that altering the number of neurons doesn't have an impact on the degree of randomness and the randomness doesn't affect by the reduction of neurons number. For future work, an interesting research direction that can be adopted is to investigate other features of HNN such as activation function to generate a pseudo-random number. Also, one possible direction is to apply other statistical tests to control the HNN parameter.
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