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ABSTRACT 

The Robellini palm or Pygmy date palm is a species native to Laos. Reaching a maximum height of 5 meters, it is 

considered one of the most exotic and elegant palms in the world. In fact, according to the Colombian Ministry of 

Agriculture and Rural Development, in the Colombian department of Cundinamarca, approximately 5000 hectares have 

been planted with flowers and foliage, including this palm. As its main market is the United States, this palm is grown at 

high levels of quality, procuring, and the correct leaf length. However, this can be cumbersome for the farmers owing to 

the height of the plants. In this study, we aim to build a convolutional neural network (CNN) model that can help Robellini 

Palm farmers identify current plant growth stages through aerial photographs taken with drones. Therefore, crop images 

were collected and classified into the four stages identified by the grower (seedbed, sowing, development and cutting) with 

230 images used to train the model designed. After different tests, the accuracy of the Robellini Palm growth stage 

identification system was determined to be between 85% and 90%. Hence, the designed CNN satisfactorily classified the 

images loaded from the different crop stages. 

 
Keywords: neural network, robellini palm, image classification, precision agriculture. 

 

INTRODUCTION 

This project seeks to create a technological tool 

using a convolutional neural network (CNN) [1] to 

identify the development stages of the Robellini palm [2], 

to foster agricultural progress by helping palm farmers 

identify the current growth stage of their crops. The 

solution proposed here is framed within the concept of 

precision agriculture (PA). Therefore, aerial photographs 

were taken using a drone. Then, these images were 

uploaded to the "Wit Farming” software, where the images 

are sorted by palm leaf stage using an algorithm created 

using a CNN. 

The Robellini palm, also known as Pygmy date 

palm, is considered exotic and elegant palm trees in the 

world. These trees grow slowly and reach a maximum 

height of 5 m. The leaves are approximately 1-m-long, 

pinnate, with narrow and flexible greenish leaflets (20-cm-

long) commonly arranged in a single plane with a rigid 

base structure, slender and sharp petioles, and turning dark 

after ripening. This palm is commonly used in small 

gardens, as well as an indoor plant as long as it is installed 

in well-lit places. It must be placed under direct sunlight or 

in partially shaded locations (Figure-1) [3]. 

 

 
 

Figure-1. Robellini palm. 

 

This palm is categorized within the flowers and 

foliages, which includes plants with stems and leaves of 

different sizes and shapes, which are often used for flower 

arrangements. However, this category also includes 

several nonflowering plants. Colombian foliage is 

characterized by its large marketability among several 

high-demand countries because the properties of 

Colombian soils provide great advantages for these crops. 

Therefore, Colombian farmers can offer diverse genres 

and excellent production quality. Nevertheless, these crops 

are only produced for exporting, mainly to the United 

States because the domestic market is insignificant at the 

time. 

Currently, the main issue faced by Robellini 

palms is the strict export quality requirements from the 

international market, that is, its leaflets to be cut at a 

minimum length. As this palm tree grows up to 5 m in 

height, farmers have problems monitoring leaflet 
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development after the plant exceeds 2 m in height, thereby 

causing cut losses of up to 20%. 

Therefore, a CNN project was developed, 

obtaining critical progress results because systematic 

geospatial aerial mechanisms (drones) [4] [5] [6] provide 

solutions to the different agricultural activities, facilitating 

the identification of crop issues through aerial images that, 

with the appropriate resolution, offer clear and accurate 

data on leaflet length or plant development stage or both. 

This allowed farmers to make quick decisions with a 

minimum margin of crop errors [7] [8]. 

The implementation of technological tools for 

these crops creates an important path in agricultural 

management by strengthening planting and irrigation, 

which accelerates the production development process and 

generates successful results at the right time for each crop 

development stage [9]. In fact, as production quality 

increases the farmers’ trust in technology increases, 

especially after having successfully implemented PA 

systems and, in our case, a CNN. 

The above opens the way to continue advancing 

technologically in favor of the activity, estimating and 

better planning the processes of each crop is more feasible 

now, based on the main concept on which PA is based 

[10], which is to apply the correct amount of inputs, at the 

right time and in the right place. Hence, the application of 

information and communication technologies (ICT) for 

improving soil and crop management is effective [11]. For 

example, PA includes using geopositioning systems and 

advanced electronic devices, such as drones, to collect 

crop data, and perform irrigation and monitoring tasks [12] 

[13] [14]. 

For the Robellini palm, applying technological 

systems is essential because it is a foliage plant which can 

reach a maximum height of 5 m [15]. As this makes 

monitoring crops with the naked eye nearly impossible, 

this specialized invention generates great improvement 

opportunities for farmers. In the past, these monitoring 

activities were conducted manually, which generated great 

losses owing to inaccurate selection of cutting dates for the 

different batches. Therefore, using technology to collect 

data under a systematized procedure, such as the CNN, 

generates optimal results. [16]. 

Nevertheless, since this tool is optimized through 

image acquisition, miniature cameras must have an 

acceptable image resolution. In this sense, several image 

classification and processing methods have been created in 

many areas where image recognition is required, such as 

industrial fields, security activities, and the medical sector, 

among others. In addition, since the amount of information 

contained in a single image may prove too complex and 

vast for a linear algorithm, and even for an object-oriented 

algorithm, artificial intelligence must come into play, 

especially deep learning and neural networking methods 

based on the functions of biological structures and entities, 

such as the brain and human awareness [17] [18] [19].  

Within this context, different artificial technology 

methods were assessed, determining that the most user-

friendly option for the development of our application was 

the Python programming language. This structure features 

a built-in geoprocessing framework and an appropriate 

language for scripting, which facilitates the rapid 

development of the system structure and the creation of a 

simple and intuitive language that can be easily 

understood by the user  [20]. This technological tool is 

expected to provide modern PA features, better leveraging 

the resources available and help farmers feel satisfied with 

the results obtained from its implementation, thus, 

becoming an essential farming solution. This generates 

improvements and progress in agriculture, as well as in the 

crop management and administration areas.  

Furthermore, the implementation of crop 

technology is currently fostering crop development since it 

helps managing farming processes. Similarly, the 

information provided by technological equipment, such as 

PA, using drones to collect data and perform timely 

calculations that add value to treated crops, and, timely 

and localized crop support, help farmers streamline their 

agricultural processes, something that cannot be 

effectively developed manually [14]. 

Creating these technological structures is an 

important task since these structures are able to record a 

variety of objects in images through a significant number 

of “samples.” In addition, these images are processed 

through artificial neural networks, in which the “neurons” 

are part of associated tissues, thus bearing striking 

similarity to the visual neurons in a biological brain. 

Hence, they are extremely safe for artificial vision tasks, 

such as the programming and segmentation of pictorial 

representations, among other applications [1]. For 

example, when programmed with the corresponding 

features, they perceive a visual stimulus with the same 

orientation and position, they are able to be perfectly 

aligned with the patterns created, thus leaving the cell or 

artificial neuron activated and emitting the signal that has 

been programmed [21] [22] [23]. 

When implementing a method for the 

identification of the different Robellini palm development 

stages through a convolutional network, we detected 

several affectations in each palm growth process. Some of 

the most relevant were foliage damages caused by pests, 

humidity and pigmentation (based on the level of 

chlorophyll of the plant). However, we could successfully 

identify proper leaflet sizes for cutting, crop locations, the 

growth stages with the largest yield, current plant height, 

irregular size leaflets, temperature changes depending on 

seasonal variations, and other affectations that can occur 

during the development of the plants [24], which helped us 

determine the right time for cutting.  

Our purpose here is to make this tool available to 

all Robellini palm farmers and help them offer high-yield 

products at high quality rates so they can gain an 

advantageous position in the market. Technology helps 

generate market competitiveness within the agricultural 

sector as it not only reduces costs, but also significantly 

increases productivity and quality and facilitates 

appropriate environmental crop management. This is 

especially relevant in Colombia since, owing to its tropical 

location, its soils are privileged for agricultural activities 

[7]. 
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Nevertheless, crop management in Colombia still 

largely depends on traditional methods and there is little 

use of technology. In fact, Colombian crops are heavily 

affected by the climate change, especially by the high and 

low temperatures, without farmers having the technology 

available to protect their crops, providing the appropriate 

inputs and reducing their loss rates  [25]. 

MATERIALS AND METHODS  

The process used to identify the development 

stage of the Robellini palm using the CNN is described in 

Figure-2. 

 

 

 
 

Figure-2. Designed convolutional neural network framework. 

 

The convolutional network extracts the main 

characteristics from the images that best respond to the 

final objective. This convolutional activity uses an image 

as input and subsequently subjects this image to a filter or 

kernel, which generates a projection with the features of 

the original image, thus reducing the dimension of its 

measurements. 

 

2.1 Study Design 

The images used to train and test the neural 

network were obtained from a Robellini palm farmer. The 

categories specified by this farmer for this crop were: 

sowing, seedbed, development and cutting (Figure-3). 

 

 
 

Figure-3. Training set. 

 

2.2 Image Preparation 

For each stage, the photographs provided by the 

farmer were compiled, obtaining the following number of 

images (Table-1). 

 

Table-1. Number of images in the training set. 
 

Stage No. Images 

Cutting 71 

Development 93 

Seed 40 

Seedbed 26 

TOTAL 230 

2.3 Image Preprocessing 

All images (230) were processed to a specific size 

(480 × 320). This is important because the programming 

code indicates the required image size. Hence, all images 

must have the same size. The format used was.jpg. In 

addition, all images were numbered sequentially although 

this is not a requirement for the application of the 

algorithm. 

 

2.4 Image Processing 

The CNN is implemented in Python mainly 

through libraries, such as TensorFlow and Keras, that 

establish in a simple way all the different layers and 

manners in which a model prediction can be obtained. 

Keras is an open-source library designed in Python based 

especially on the work by François Chollet, a Google 

programmer, in the ONEIROS (Open-ended Neuro-

Electronic Intelligent Robot Operating System) project. 

The initial version of this systematic multiplatform 

application was launched on March 28, 2015, and it was 

aimed at accelerating the construction of neural networks. 

Hence, Keras does not work as a standalone framework, 

but as an automatic application programming interface 

(API) that facilitates access to different machine learning 

frameworks for their execution. The frameworks 

supported by Keras include Theano, Microsoft Cognitive 

Toolkit (formerly CNTK), and TensorFlow. 

TensorFlow is a popular machine learning 

framework. Here the basic data structure is the tensor (a 

tensor is a generalization of vectors and matrices), and 

TensorFlow specializes in performing mathematical 

operations with tensors. 

A machine learning application is the result of 

repeatedly calculating complex mathematical operations. 

In TensorFlow, these operations are represented using a 

graph known as "Data Flow Graph” where each node 
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represents a mathematical operation, and the corners 

represent tensors to which these operations will be applied. 

 

RESULTS 

We created the train.py file, which was used to 

build the neural network. First, the keras library is 

imported to support the creation of the neural network. 

The scikit-Learn (sklearn) library is also imported, which 

helps to efficiently structure the data so that the algorithm 

may start sorting. 

 

 
 

Two vectors were also created (images, labels). 

The former stores the images, and the latter labels each 

image that will be loaded from the directories provided by 

the directories variable. 

 

 

The for cycle goes through the four directories, 

adding each of the images to the images vector, and 

identifying the label of each image, adding them to the 

labels vector.  

 

 

 
 

Then, we defined the X variable, which contains 

the images parameter, and the Y variable, which contains 

the labels parameter. Subsequently, the set of images is 

divided into 4, X_train and Y_train to train the network 

using 80% of the images (184 images); X_test and Y_test 

for the corresponding network testing using 20% of the 

images (46 images) 

 

 
 

The Sequential () function creates a 6-layer 

sequential model, where each layer contains exactly one 

input tensor and one output tensor. In addition, within the 

for cycle, the add () method is used to incrementally build 

the sequential model. Finally, the model is trained through 

the fit function. This model is saved with the following 

name: mod_rubeline.h5.  
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Using the verbose explanation, we determined 

that instruction progress must be specified on the screen. 

For each epoch, the screen will display how much time has 

elapsed (useful data to assess the total time it takes to 

execute all epochs), as well as the values of four metrically 

defined for each epoch: loss, accuracy, validation_loss 

and validation_accuracy (See Table-2 below). 

 

Table-2. Neural network training results. 
 

Epochs loss accuracy val_loss val_accuracy 

1/20 43.8030 0.2788 22.2032 0.4211 

2/20 25.4097 0.2788 5.4115 0.4737 

3/20 7.6221 0.3091 1.6131 0.6316 

4/20 3.9002 0.4061 1.0149 0.5789 

5/20 2.0111 0.4667 0.7145 0.7368 

6/20 1.3937 0.4970 0.7272 0.6316 

7/20 1.2230 0.5697 0.9067 0.7368 

8/20 1.0159 0.6242 0.7081 0.7895 

9/20 0.9296 0.6788 0.7504 0.7368 

10/20 0.7486 0.7333 0.8682 0.7368 

11/20 0.7250 0.7273 0.6745 0.7895 

12/20 0.6831 0.7697 0.7080 0.7368 

13/20 0.5974 0.7939 0.7471 0.7368 

14/20 0.6206 0.7818 0.6032 0.7368 

15/20 0.5537 0.8364 0.6105 0.7368 

16/20 0.5718 0.7939 0.7295 0.7368 

17/20 0.5534 0.7879 0.6917 0.7368 

18/20 0.5575 0.7818 0.6170 0.7368 

19/20 0.4949 0.8364 0.6566 0.7368 

20/20 0.4472 0.8545 0.5686 0.7368 

 

The Loss and Accuracy metrics are indicators of 

training progress. Through this mechanism, an attempt is 

made to predict the categorization of the training data to 

later conduct the measurement with the known label 

(cutting, development, sowing or seedbed), and measure 

the corresponding results. The accuracy value denotes the 

fractions from the correct calculations. This is how we can 

also verify that values are increased to their maximum 

during each epoch. Contrarily, the validation_accuracy 

metric, which is executed with the validation records, and 
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which has not been included in this exercise, is lower, thus 

obtaining a threshold that does not exceed the expected 

values. The above is consistent with the results from over 

fitting through a number of epochs. 

After training and generating the model, a new 

file is created to classify the input images. This file was 

named as classify.py. 

 

 
 

The Etiqueta function quantifies the labels from 0 

to 3 since we are only implementing four development 

stages for the Robellini palm. 

 

 

In line 38, the previously trained model is loaded 

(mod_Rubelina.h5) and assessed to determine its accuracy 

based on the variables previously established. In line 40, 

model accuracy is printed out. 

  

 
 

Finally, the values for the test images are 

predicted. For testing, we used 20% of the 230 images (46 

images), and the images for the 10 first data are displayed 

herein below. Tables 3 and 4 denote the results from two 

algorithm runs. 
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Table-3. First run results. 
 

Test Accuracy: 86.95% 
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Table-4. Second run results. 
 

Test Accuracy: 89.13% 

  

  

  

  

  
 

CONCLUSIONS 

The Robellini palm development stage 

identification system proposed here could efficiently sort 

the sample images loaded for classification. The different 

tests yielded an accuracy between 85% and 90%, which is 

good considering the number of images used to train the 

model. This algorithm will help Robellini palm farmers 

identify the cutting stage of the palm, thus reducing 

cutting losses. 

This tool can also help farmers save time when 

going through crops to identify batches that are ready for 

cutting. In addition, compared with other traditional 

methods, this system is robust and exhibits low 

computational costs. 
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