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ABSTRACT 

Electrical energy is generally known that it cannot be stored. Therefore, it is generated whenever there is need or 

demand for it. Thus, it is imperative for the power utility companies that the load on their systems should be estimated in 

advance while such estimation of load in advance is referred to as load forecasting. The forecasting could be Short term, 

Medium term and Long term depending on the certain parameters in consideration. Short term load forecasting method 

usually has period ranging from one hour to one week. It often assists in approximating load flow and to make decisions 

that can intercept overloading. Also, Short term forecasting provides obligatory information for the system management of 

daily operations and unit commitment. This paper presents an Artificial Neural Network-based model for Short-Term 

Electricity Load Forecasting. The performance of the model is evaluated by applying the hourly load data of a leading 

power utility company in Nigeria to predict the required load of the next day in advance. These hourly load data were 

obtained from two number 33KV feeders; namely the Government house and Sabo-Oke. Also, the data were normalized 

and then loaded into the model. The model was trained in MATLAB R2020a neural network Simulink environment. The 

simulation results show a good prediction accuracy for the two domains. 
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1. INTRODUCTION 

Load forecasting is the process of determining the 

future trends of electrical power requirements by 

considering the historical power data [1]. In power system 

engineering, load forecasting being an important 

component plays a significant role in planning, 

coordination and operations of electrical functions. An 

accurate load forecasting helps the electricity distribution 

companies in making important decisions such as energy 

management, unit commitment and infrastructural 

development. On the other hand, improper forecasting will 

result into problems such as brownouts and blackouts 

which most times eventually leads to system collapsed [2].  

According to the literatures, load forecasting can 

be divided in into three categories; short term, medium 

term and long term [3]-[5].  Our focus in this paper will be 

on short term load forecasting (STLF). The STLF denotes 

to the prediction of electrical loads for a period of hours, 

days, weeks or at times months. The weather condition 

and humidity are some of the factors that causes variations 

in load forecasting. The temperature, cloud cover and 

visibility are some of the weather variables that can affect 

the power consumptions. An average temperature for 

instance will determine the power consumption in a 

particular period of time [4]. Unlike the classical approach 

such as time series model, regression models, ANN is 

most suitable for short term load forecasting because it 

does not necessarily require any direct relationship 

between the electric load and its variables (such as weather 

conditions) [6]. In addition, ANN has the ability to learn 

complex and nonlinear relationship that exists between the 

patterns of the load.  

In the last decade, Artificial Neural Network 

(ANN) have demonstrated an excellent result in STLF [5], 

[7]-[10]. In the work of (Gupta and Sarangi) [11], a 

forecasting model using GA-ANN algorithm was 

developed and it was found that the algorithm has good 

capability in function optimization and thus GA provide 

an efficient optimized neural network. (Buhari and 

Adamu) [12] Developed a back-propagation algorithm 

model using the Levenberg-Marquardt optimization 

technique for the Multilayer Feed Forward ANN. A good 

precision accuracy was achieved in forecast of future load 

demands in the power system distribution substation. In 

(Adepoju et al) [13], a multilayer perceptron networks 

with back propagation was adopted to distort the weight of 

the NN. Data were obtained from the then Power Holding 

Company of Nigeria (PHCN) was used to trained the 

neural network. In the work of (Ilic et al) [14] presented 

an SLTF based on ANN for a distribution management 

system (DMS). The model was tested on data obtained 

from Serbian electricity utility company. (Ding et al) [15] 

Proposed a machine learning model based on low voltage 

substation for distribution system. The results show that 

the neural network-based models outclass the time series 

model. In the work of (Kumar et al) [16], a comparative 

load fore casting was carried out using ANN and 

regression method. It was found that the ANN have a 

better performance than the regression approach. From the 

literature review, it is evident that Artificial Neural 

Network (ANN) has been used for Short Term Load 

Forecasting (SLTF). Several efforts have been made by 

researchers to address some of the problems associated 

with the distribution power systems using ANN. However, 

the use of this machine learning technique has not really 

been domesticated using data from any of the eleven (11) 

power Distribution Companies (DISCOs) in Nigeria to the 

best of our ability. Hence, this project proposes the use of 

load distribution obtained from Ibadan Electricity 
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Distribution Company (IBDEC), one of the leading 

DISCO Company. 

 

2. THE MATERIAL AND METHOD 

The ANN for forecasting been an iterative 

process begins by collection and preliminary processing of 

data to make the training well organized. In training the 

data, the data is divided into three (3) categories namely; 

training, validation and testing sets. A suitable 

architectural network for forecasting is then selected. 

Having done this, the next step is to select the training 

algorithm. In this work, the training algorithm employed is 

Levenberg Marquardt (LM) algorithm. Afterwards, we 

analyse the network in order to see if it has a satisfactory 

performance. Otherwise, we have to restart the process 

from beginning as shown in the Figure-1. 
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Figure-1. Flowchart of ANN load forecasting. 

 

2.1 Data Input and ANN-Model 

The model is trained on historical data obtained 

from Ibadan Electricity Distribution Company (IBDEC) of 

Nigeria, Ilorin (Challenge Business Hub). Data were 

obtained from December 2018 to December 2019 on 

hourly basis as shown in Figure-2. The collection of the 

data was done for two (2) different domains (feeders) 

namely Government house feeder (GHF) and Sabo-Oke 

(SOF) feeder all within Ilorin metropolis. The raw data 

collected is then scaled which necessary to minimize the 

unfairness is caused by the variation from the measuring 

unit of original input variables. This process is known as 

normalization [17]. The normalized data is then divided 

into training, validation and testing in 70, 30 and 30% 

respectively. Thereafter, the design of the network is 

carried out. This is done by selecting the network topology 

and determining the number of input nodes, output nodes, 

number of hidden nodes and number of hidden layers. The 

choice of network topology has to do with the nature of 

problem that needs to be solved [18]. In this paper, 

Multilayer feed forward is used. The number of hidden 

layers and the number of nodes in the hidden layer play a 

critical role in the design of ANN. This is because 

excessive hidden neuron lead to many trainable weights, 

which lead to ambiguity in neural network. On the other 

hand, few hidden layers restrict the learning characteristics 

of the neural network and consequently affects the 

performance [10, 12].  
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Figure-2. Sample of Hourly data from IBDEC, Challenge Businnes Office. 

 

2.2 Simulation Process 

Two Microsoft excel spreadsheets were prepared. 

The two spreadsheets comprised of hourly load demand 

sample collected from Challenge Business office of 

IBDEC, Ilorin, Kwara State, Nigeria. The first spreadsheet 

contains data taken from the GHF while the second 

spreadsheet contains data from SOF. The data obtained 

were trained using MATLAB R2020a NN simulation tool 

box. The model accuracy is based on the Mean Square 

Error (MSE) as the performance index. The MSE is 

defined by this mathematical expression:  
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where, 

 n  = the number of data points 

 
iY    = the value returned by the model and  



iY
 

= the actual value for the data point i .  

 

The ANN adopted in the forecasting as illustrated 

in Figures 3 and 4, has two input layers, a hidden layer and 

output layer.  

The simulation illustrations are shown in Figures 

3 and 4 while the plots generated are discussed section III.  

 

 
 

Figure-3. ANN Model of GHF using Lavenberg 

Marquardt Algorithm. 
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Figure-4. ANN Model of SOF using Lavenberg 

Marquardt Algorithm. 

 

3. RESULTS AND DISCUSSIONS 

It is quite interesting to note that some plots were 

generated from the simulations carried out in these 

research. The performance plots are shown in Figures 4 

and 5 which represents the performance of the network 

during the three target time steps i.e training, validation 

and testing. This performance was satisfied at 14 epochs 

(i.e number of iterations) and 12 epochs for GHF and SOF 

feeders respectively. The mean square error (MSE) shown 

in Figures 4 and 5 are on the declining side throughout the 

learning process. Furthermore, the regression plot shows 

the correlation between the output and the target.  If the 

value of regression (R) is equal to 1, then a perfect 

correlation between the output and the target exists. Thus, 

for the regression plot shown in Figure 4; R = 0.96570 for 

training, R = 0.97544 for validation, R = 0.97832 for 

testing and while the overall regression R1 = 0.96904. But, 

for the regression plot shown in Figure-5; R = 0.99465 for 

training, R = 0.99186 for validation, R = 0.99296 for 

testing and the overall regression R2 = 0.99394. This 

analysis implies that the output and the target values have 

a perfect connection which further shows that the network 

has made an acceptable prediction in the study.  

 

 
 

Figure-5. Performance plot of GHF . 

 

 
 

Figure-6. Performance plot of SOF. 

 

 
 

Figure-7. Regression plot of GHF. 
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Figure-8. Regression plot of SOF. 

 

4. CONCLUSIONS 

This paper has presented the short-term load 

forecasting of Feeders under Ibadan Electricity 

Distribution Company (IBDEC), Nigeria. Levenberg 

Marquardt back propagation algorithm was employed in 

MATLAB R2020a neural network tool box so as to obtain 

an accurate, reliable and efficient load forecast.  The 

collection of the data was done for two (2) different 

domains (feeders) namely Government House Feeder 

(GHF) and Sabo-Oke feeder (SOF), all within Ilorin 

metropolis, Kwara State, Nigeria. At the end of the 

training, validation and testing of the data, the 

performance goal was met at 14 and 12 epochs for the 

GHF and SOF respectively. The regression plots in Fig. 7 

and 8 confirms that the target and output values are very 

close. This closeness is an indication that the network 

considered has predicted the output in a satisfactory 

manner. 
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