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#### Abstract

The SAT problem is a very important topic in the computer science, its condition of NP problem has been a focus of studies and approaches for resolving it in a low computational cost as well in time as in space, e.g., the International SAT competition that started in 1992 and remain in force until the date. Its importance stems from the fact that resolves decision problems that can be very complex because of its number of restrictions. This paper presents a novel strategy based on clusters of literals that conforms the nodes of a dynamic tree that resolves the SAT problem, the implementation of which includes the clause as the cluster and a heuristic function to select it. In addition, the implementation is compared against recognized solvers that has been winners of competitions of SAT solvers.
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## 1. INTRODUCTION

Satisfiability (SAT) [1] is a problem that search to give a logic answer to a formula expressed in Conjunctive Normal Form (CNF). This paper introduces a strategy to calculate satisfiability by using a novel technique which uses the clause as the unit to resolve it.

Typical algorithms that resolve SAT repeatedly use the procedure named unit propagation over the formula CNF [2]. Informally, this operation assigns a logical value to a literal which decreases the number of literals in the clauses; the routine stops when reaches satisfiability or unsatisfiability. On the other hand, when the procedure leads to unsatisfiability a reverse action, named backtracking, applies the logical value contrary to the chosen for the last literal used. DPLL algorithms [3] [4] [5] [6] are solvers based on this technique. SAT solvers have applications in several fields such as Data Mining [7], Big Data [8] [9] or electronic applications [10].

This paper proposes to use the clauses as a cluster of literals to evaluate by reducing the scope generated by the $C N F$. The strategy is to select the best clause based on weights calculated by a heuristic function in each stage of the algorithm, that require it; The literals inside of the selected clause will take the value "true" one by one for the evaluation of the $C N F$. In the backtracking process, the failed literal will take the value "false" and join with the next literal valued "true"; This process involves unit propagation and pruning at the same time. The implementation of this method is simple and have the same or better performance than algorithms highly recognized

The document has the following organization, first of all, an overview about the SAT solvers does. Second, the algorithm is mathematically formalized. Third, an implementation is proposed for performing analysis and benchmarking against various popular and recognized algorithms. Finally, the conclusions are presented.

## 2. OVERVIEW ABOUT THE SAT AND SOLVERS

SAT is a set of decision problems whose instances are Boolean expressions written in a $C N F$ format which should answer the question: ¿Is there any logic assignment that can make true the expression? $C N F$ is a logical expression with elements named clauses joined with the and-logical operator. The clauses contain several logical variables named literals grouped by means the or-logical operator. The maximum number of literals that a clause contains determine the name of the SAT problem, e.g., if this amount is 2 then the $S A T$ problem is named 2-SAT. Additionally, if a literal represents a proposition, then the SAT problem will belong to the propositional satisfiability. SAT was the first problem declared NP-Complete [11], its computational complexity increases exponentially when new literals are added within the clauses. There are $2-S A T$ instances that can be solved in polynomial time, but problems with more literals are still difficult to solve.

There are 2 types of algorithms to solve SAT instances whose based on the Davis-Putnam algorithm, and other on stochastic methods. The former group carries out a deterministic search; among those well recognized are Chaff [12] and GRASP [13]. The stochastic algorithms are non-deterministic; Hence, the answer may not find it; WalkSAT [14] [15] is an example of them. Modern solvers have been substantially improved due to the integration with techniques such as conflict analysis, learning, and non-chronological backtracking.

## 3. AN ALGORITHM BASED ON CLAUSES

The unit-propagation technique simulates a unitclause by making that its unique literal takes a logic value (true/false). The backtracking procedure is the process that made to the literal chosen takes the opposite logic value when the formula become inconsistent. These two procedures are the basis of the DPLL algorithms [3] [4] [5] [12] [13] [14] [15], and their aim is to prune the tree of possibilities at each step in an efficient manner. Although this type of algorithm uses a clause as its main component, it contains a sole literal which is the pivot of the process;
therefore, the literals are the foundation of these algorithms.

This paper proposes a type of algorithm based on groups of literals and suggests to the clause, as well, shows that this strategy can be equally effective and efficient as the typical algorithms. The process starts by selecting the best clause and making it the node-root of the search tree for generating a good balancing. In addition, modal techniques in the middle of the operation make the prune of the tree.

The following are some definitions about concepts under supposing that exist a problem given and structured as a formula CNF. In this proposal, CNF and literal maintain their definitions, but the definition of clause changes a little.

Definition 1 (Set of literals $\mathcal{L}$ ). Let us define a set of literals which will be named $\mathcal{L}$ and will contain all literals.

Definition 2 (Clause C). Let us define a clause as a subset of literals which will be named C. Every element belonging to $C$ is a literal that belongs to $\mathcal{L}$.

Definition 2 (Set K). Let us define the set of all clauses which will be named $\mathbf{K}$.

Definition 3 (Formula CNF). Let us define a subset of clauses which will be named CNF and is contained in $K$.

Note: There is a function that maps a subset of clauses to the set of all $C N F$ possible that will not be defined because of this is not relevant for the algorithm.

### 3.1 Weights

The selection procedure of a clause requires to compare them; Hence, every clause must have a value that stands for its weight in the CNF . The algorithm computes the weight of the clauses at begin and when any clause loses a literal. The computation must be simple because of the algorithm repeats this method several times. The next paragraphs expose an adequate technique to these requirements.

Definition 4 (Function $\mathcal{L}_{w}$ ). Let us define an injective function which will be named $\boldsymbol{\mathcal { L }}_{\boldsymbol{w}}$ and informally the weight of $\ell$ respect to a $C N F$. The function maps each literal that belongs to a $C N F$ to a natural number $(\mathbb{N})$. The function works as follows, given a literal $\ell$ belong to a CNF:
a. To choose the contrary literal $\bar{\ell}$.
b. To calculate the number of clauses inside CNF that contain $\bar{\ell}$. The number obtained will be named $\ell_{w}$.

The pair resulting will be $\left(\ell, \ell_{w}\right)$. The target of this function is to determine the number of clauses that are affected if the literal $\ell$ is assigned with the value "true".

Definition 5 (Function $C_{w}$ ). Let us define an injective function which will be named $\mathrm{C}_{\boldsymbol{w}}$ and informally the weight of $c$ respect to $a C N F$. The function maps each clause that belongs to a $C N F$ to a natural number $(\mathbb{N})$. The
function works as follows, given a clause $c$ belongs to a $C N F$ :

- To compute the minimum $\ell_{w}$ calculated for each literal inside of $c$. The number obtained will be named $c_{w}$.

The pair resulting will be $\left(c, c_{w}\right)$. This result will be analyzed later.

### 3.2 Selecting the Best Clause

The search tree has clauses as their nodes; these contain two or more literals that generate the possibilities of truth for the clause. The selection of the clauses that conform the tree is dynamic; hence, it is necessary to compare their weights continuously.

Definition 5 (Maximal set $\mathcal{H}_{\boldsymbol{c}}$ ). Let us define a set named $\mathcal{H}_{\mathbf{c}} \subseteq K$ such that $\mathcal{H}_{c}$ is the maximal set of $K$ respect to the range of $\boldsymbol{C}_{\boldsymbol{w}}$. The set contains all clauses with the largest $c_{w}$.

## Algorithm 1 (Selecting the clause).

1. To Read the $C N F$.
2. To Apply the function $\mathcal{L}_{\boldsymbol{w}}$ to all literals.
3. To Apply the function $C_{w}$ to all clauses.
4. To find the maximal set $\mathcal{H}_{\mathbf{c}}$
5. Select whatever clause of $\boldsymbol{\mathcal { H }}_{\mathbf{c}}$

It is important to note that in each step of the SAT evaluation process, the $C N F$ changes and the functions $\mathcal{L}_{\boldsymbol{w}}$ and $\mathcal{C}_{\boldsymbol{w}}$ must be calculated dynamically generating a new maximal set, hence, the implementation of this algorithm and its data structures must be efficient.


Figure-1. Tree of clauses by E. Source: Authors
Figure-1 presents the resulting tree when Algorithm 1 is executed. The exploration of the truth values through the literals in each node creates a new node dynamically.

### 3.3 Node Preprocessing

The clauses chosen contains literals evaluated such as a search tree by following the Algorithm 2.
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## Algorithm 2

1. To apply the Algorithm 1
2. Node preprocessing: To transform the node-clause selected in a chain of expressions.
3. To assign the value "true" to the first/next expression in the clause selected.
4. If $S A T$ then stop.

## 5. Else Go to step 1

The step 2 shows a preprocessing inside of the clause which transforms its contents. The idea underlying in this routine is to acknowledge and learn that the logical assignment made in the previous literal or expression failed and this is not desirable that occurs again. The clauses with two literals have a specific attention; the following theorems explain it.

Theorem 1. The expression in a clause-node with two literals $(A \vee B)$ can be replaced by $((\bar{B} \wedge A) \vee B)$.
Proof
If B generates inconsistency with the assignation "true", then the literal A is the sole possibility to reach successful from this node. The expression $\bar{B} \rightarrow A$ represents this reasoning which is equivalent to ( $B \vee A$ ); The same way for $A$. Therefore, if added a clause such as $(\mathrm{A} \vee \overline{\mathrm{A}})$ or $(\mathrm{B} \vee \overline{\mathrm{B}})$ to the current $C N F$, the outcomes of the evaluation hold:
$(\mathrm{B} \vee \overline{\mathrm{B}}) \wedge(\mathrm{A} \vee \mathrm{B})$
$(B \wedge A) \vee(B \wedge B) \vee(\bar{B} \wedge A) \vee(\bar{B} \wedge B)$ by contradiction and simplification
$(\bar{B} \wedge A) \vee[(B \wedge A) \vee B]$ by reordering and simplification $(\bar{B} \wedge A) \vee B$
Q.E.D.

Theorem 2. The expression of a clause-node with more than two literals $\left(A_{0}, A_{1}, \ldots, A_{k}\right)$ can be replaced by $\left(A_{0},\left[\bar{A}_{0} \cdot A_{1}\right], \ldots,\left[\bar{A}_{0} \cdot \bar{A}_{1} \ldots . \bar{A}_{k-1} \cdot A_{k}\right]\right)$. The symbol "," represents the logical operator OR and "s" the logical operator AND.
Proof
If the literals of a node-clause have an order instituted by its weighs, then the literals must be evaluated in this specific order (chain). Hence, if the clause is a chain, then it can apply the Theorem 1 as follow:

Step $0\left(A_{0}, \bar{A}_{0}\right) \wedge\left(A_{0}, A_{1}, \ldots, A_{k}\right) \equiv\left(A_{0},\left[\bar{A}_{0}\right.\right.$.
$\left.\left.A_{1}\right], \ldots,\left[\bar{A}_{0} \cdot A_{k}\right]\right)$
Step 1.
If $A_{0}$ is successful then finish
Else (Theorem 1 over $A_{1}$ )
$\left(A_{1}, \bar{A}_{1}\right) \wedge\left(\left[\bar{A}_{0} \cdot A_{1}\right],\left[\bar{A}_{0} \cdot A_{2}\right], \ldots,\left[\bar{A}_{0} \cdot A_{k}\right]\right)$
$\equiv\left(\left[\bar{A}_{0} \cdot A_{1}\right],\left[\bar{A}_{0} \cdot \bar{A}_{1} \cdot A_{1}\right], \ldots,\left[\bar{A}_{0} \cdot \bar{A}_{1} \cdot A_{k}\right]\right)$
Step k-1.
If $A_{k-2}$ is successful then finish
Else (Theorem 1 over $A_{k-1}$ )
$\left(A_{k-1}, \bar{A}_{k-1}\right) \wedge\left(\left[\bar{A}_{0} \cdot \bar{A}_{1} \cdots A_{k-1}\right],\left[\bar{A}_{0} \cdot \bar{A}_{1} \cdots \bar{A}_{k-2} \cdot A_{k}\right]\right)$
$\equiv\left(\left[\bar{A}_{0} \cdot \bar{A}_{1} \cdots A_{k-1}\right],\left[\bar{A}_{0} \cdot \bar{A}_{1} \cdots \bar{A}_{k-2} \cdot \bar{A}_{k-1} \cdot A_{k}\right]\right)$
Step k.
If $A_{k-1}$ is successful then finish
Else
$\left(\left[\bar{A}_{0} \cdot \bar{A}_{1} \cdots \bar{A}_{k-2} \cdot \bar{A}_{k-1} \cdot A_{k}\right]\right)$
Because of the node-clause is a chain, all results generated at each step can be linked in a sole node, as follow:
$\left(A_{0},\left[\bar{A}_{0} \cdot A_{1}\right], \ldots,\left[\bar{A}_{0} \cdot \bar{A}_{1} \ldots . \bar{A}_{k-1} \cdot A_{k}\right]\right)$
Q.E.D.

For better understanding, the following Tables 1 and 2, and Figures 2 and 3 exhibit the procedures described in the las section with a 3-CNF SAT. The Algorithm 2 is a loop that dynamically creates the branches of the tree. The first step is to apply the Algorithm 1 (see Table-1).

Table-1. Algorithm 1 applied to a CNF. Source: Authors

| Clause | Variables | Weight |  | Select |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Literals | Clause |  |
| $C 1$ | $(\sim p, \sim t, \sim s)$ | $\sim p=1, \sim t=2, \sim s=2$ | 1 |  |
| $C 2$ | $(\sim p, q, s)$ | $\sim p=1, q=2, s=1$ | 1 |  |
| $C 3$ | $(p, \sim t, r)$ | $p=2, \sim t=2, r=1$ | 1 | $*$ |
| $C 4$ | $(\sim q, t, \sim r)$ | $\sim q=2, t=3, \sim r=2$ | 2 |  |
| $C 5$ | $(\sim q, \sim t, s)$ | $\sim q=2, \sim t=2, s=1$ | 1 |  |
| $C 6$ | $(q, t, r)$ | $q=2, t=3, r=1$ | 1 |  |

The clause C 4 is the clause selected as the noderoot, then, its literals conform a chain according to the Theorem 2 (see Figure-2).


Figure-2. To create the node-clause according to the Theorem 2. Source: Authors

The following step is to evaluate the $C N F$ with the current expression in the node-clause, this modifies the original CNF and the Algorithm 2 returns to the begin. If there are clause with two literals, then, the Algorithm 1 applies as in Table-2.

Table-2. Algorithm 1 applied to the new CNF. Source: Authors

| Clause | Variables | Weight |  | Select |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\sim \mathrm{p}=1$, <br> $\sim \mathrm{t}=1$, <br> $\sim \mathrm{s}=1$ | 1 |  |
| $C 2$ | $(\sim p, s)$ | $\sim p=1$, <br> $s=1$ | 1 | $*$ |
| C 3 | $(\mathrm{p}, \sim \mathrm{t}, \mathrm{r})$ | $\sim \mathrm{p}=2$, <br> $\sim \mathrm{t}=1$, <br> $\mathrm{r}=0$ | 0 |  |
| $C 6$ | $(t, r)$ | $t=2, r=0$ | 0 |  |

The tree expansion is shown in Figure-3, here is applied the Theorem 1. This process continues such as a search tree with an undo procedure as part of it.


Figure-3. The new node-clause according to the Theorem 1. Source: Authors

## 4. IMPLEMENTATION AND ANALYSIS

The algorithm implementation (ACSAT) used the $\mathrm{C} / \mathrm{C}++$ language and the testing ran on a computer very
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simple with two cores. The benchmark compared ACSAT against relevant algorithms [16] such as Zchaff [12], Picosat [17], Minisat [18], Rsat [19], and March [20], in

UNSAT and SAT modalities. Figures 4 and 5 show the results.


|  |  | Average-time (seconds) |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Num-Clauses | Num-Vars | Zchaff | Rsat | Picosat | Minisat | March | ACSAT |
| 753 | 175 | 0,0 | 0,1 | 0,1 | 0,1 | 0,1 | 0,1 |
| 860 | 200 | 0,4 | 0,4 | 0,3 | 0,3 | 0,1 | 0,3 |
| 960 | 225 | 1,7 | 0,9 | 1,3 | 0,6 | 0,2 | 0,6 |
| 1065 | 250 | 15,6 | 8,6 | 2,8 | 1,9 | 0,2 | 2,7 |

Figure-4. Comparison among Algorithms for SAT by E. Source: Authors

The benchmark for SAT (Figure-4) shows that ACSAT has a response near to Picosat which is a good algorithm to resolve this kind of problems. On the other
hand, Figure-5 shows the benchmark for UNSAT problems, also, with good performance.


Figure-5. Comparison among Algorithms for UNSAT. Source: Authors
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## 5. CONCLUSIONS

The strategy proposed in this paper founds on literals groups such as the clause; this allows visualize properties and techniques more sophisticated addressed to the relation between literals and clauses, and, of course, to prune of the search tree.

Algorithms such as Zchaff founds their performance in the unit-clause concept (unit propagation), and hence, in the set of literals of the CNF without establishing the relationship between them; this obligates to the algorithm uses techniques such as the learning and the non-chronological backtracking, among others.

To use weights for the literals and clauses and it's dynamically assessment is a powerful tool to select an adequate candidate to be a node in the search tree as the performance graphs shows. A good way to improve this algorithm could be to find better heuristic functions that establish closer relationships between literals and clauses. Finally, it is significant to mention that the benchmark was against mature algorithms which have been winners of competition in several SAT modalities. Consequently, the ACSAT algorithm, in this early implementation, takes in a behavior that is near to these algorithms; this creates good expectations about implementations more refined.

This paper introduces a strategy to resolve SAT based on clusters. The implementation built showed a good performance respect to others solvers. SAT problems with a large amount of restrictions are the adequate context for this strategy because of the algorithm founds its performance in a heuristic function that makes relationships between groups of literals.
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