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ABSTRACT
In the present scenario, most of the people are suffering from memory loss which leads to the cause of Alzheimer’s disease. It slowly destroys the brain cells resulting in memory loss affects thinking, language skills and behavioral changes. As the age progresses, people are affected with this disease. So, it is required to detect at an initial stage, so that proper treatment can be given to the patient. There are various methods such as mini mental state examination, HOG and SURF, regional arthropy are used to detect Alzheimer’s. But these methods are not reliable. So proposed method effectively detects Alzheimer’s disease. This method consists of four steps that is, preprocessing, segmentation, feature extraction and classification. This method extracts various textual features using GLCM. SVM classifier is used to classify these features and it is more superior compared to other classifiers. The proposed SVM classifier based Alzheimer’s detection is more superior when compared to the other methods.
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1. INTRODUCTION
Alzheimer’s is a brain related disease that causes memory, decline in thinking and behavior. The main problem many people notice is forgetfulness and it affect their ability to work either at the office or at home. Due to this disease, people get confusion and misplace things. It usually starts slowly gets worse over period of time [1]. Presently, around fifty million people get affected due to Alzheimer’s and due to population aging, it is expected that this number may increase up to 150 million by 2050 [2]. The diagnosis of Alzheimer’s is very complicated due to various behavioral and cognitive symptoms [3]. Recent development and progress in the diagnosis and treatment of Alzheimer’s disease has helped many patients. The accurate diagnosis leads to better treatment and it will reduce financial burden. Loss of memory is the important symptom of this disease. Memory impairments deteriorate and other symptoms may develop as the disease progresses. A family member may be likely to observe the symptoms.

Mini mental state examination technique is used to detect Alzheimer’s. In this technique, pre-processing stage affects the final classification [4]. It can diagnose Alzheimer’s early by filtering most of the noise in the image. But, there are still some limitations in this method. One of the limitation is that the pre-processed image has lost too many features, which could affect final classification results as there will be not be able to extract these features in the feature extraction stage. HOG and SURF descriptors can be used for detection of Alzheimer’s due to good performance. This algorithm helps to find matching key points fastly. But here the classification was not accurate and efficient [5]. The regional Atrophy analyses of MRI images are also used for early Alzheimer’s detection. The approach catches specific anatomical structures of the brain MRI images to detect the Alzheimer’s. It also describes specific anatomically areas which are progressively affected by atrophy such as hippocampus, putamen, globus pallidus, thalamus, and caudate nucleus [6]. This method is not suitable for brain imaging, because it cannot analyze accurate volumetric of the atrophy and lesion.

The proposed method detects Alzheimer’s disease accurately. It extracts various features effectively and it uses SVM classifier. It is a supervised learning machine model. SVM is mostly used to classify patterns [7]. The SVM classifier detects the Alzheimer’s as Mild Decline stage that is; there are symptoms of Alzheimer’s disease. People in this stage will have trouble in finding the exact word during discussions, remembering names.

2. PROPOSED METHOD
A new method for the detection of Alzheimer’s disease is shown in Figure-1. It has four stages. Initially the approach starts with preprocessing of MRI images.

2.1 Preprocessing
Preprocessing step generally used to reduce noise and masking portions of images. The MRI image contains Salt and pepper noise. In this step, various filtering techniques are used for blurring and smoothing the images [8]

2.1.1 Median filter
The noise in the image is reduced using median filtering. It reduces the salt and pepper noise. It will be applied on each pixel and its value is replaced by the median. It preserves edges of the images under some conditions while removing the noise. In this filtering, the neighboring pixels are arranged as per the ascending order of the intensities and the centre pixel value is replaced by median value. This filter is very good in removing noise,
without the effects of smoothing that can happen with particular smoothing filters [9].

2.2 Segmentation

Segmentation extracts Region of Interest (ROI) from the image. Segmentation algorithms which are based on similarity and discontinuity properties of pixel values. Region growing works on the basis of similarity property. It is implemented based on region growing to calculate the segments corresponding to white matter and gray matter in order to extract the features, SVM classifier is used to classify the textural features.

2.2.1 Region growing algorithm

It will find out homogeneous regions within the image. In this approach pixels in a region are labeled with a distinctive label. This algorithm is based on the selection of initial pixel or seed point and the similarity criteria [10] [11]. The seed is assigned a label. Now each of the neighbor pixels is labeled recursively using a similarity measure or a homogeneity property. When no more pixels can be labeled with the same label, the first region is found. In the step, another seed pixel is selected out of the yet to be label pixel. The same labeling is followed. The overall process is repeated until no more pixels remain unlabelled. For determining neighbors, the concept of 4-connected or 8-connected pixel windows may be considered.

![Block Diagram of Alzheimer’s detection system.](image)

2.3 Feature Extraction

It converts raw pixel values of an image into useful data. This step extracts and quantifies some significant characteristics of the object. There are different types of features. But, texture is important feature which is useful for medical image retrieval applications [12].

2.3.1 Textural features based on GLCM

Gray level co-occurrence matrix (GLCM) extracts the textural features and estimates the image properties. The rows and columns of a GLCM are equivalent to grey levels of the image [13]. This method is used to extract information from MRI images [14]. In GLCM, \((i,j)\) represents possible gray levels in the original image. It is obtained by identifying how many times that the \(i\)th pixel takes place in the selected spatial relationship to a \(j\)th pixel. GLCM can be specified in a matrix of \(P(i;j;d;\theta)\) with two neighboring texture elements one with property \(i\) and the other with property \(j\) are separated by distance \(d\) at orientation \(\theta\). Here texture elements are pixels and properties are gray levels. There are various textural features such as contrast, Homogeneity, Entropy, Mean, Standard deviation, correlation, Energy, Variance, RMS value.

- **Contrast:** High degree of color or gray scale variation is displayed by high contrast images. The contrast can be computed using equation 1.

\[
\text{Contrast} = \sum_i \sum_j (i - j)^2 P_{i,j}
\]  

(1)

- **Homogeneity:** It indicates the closeness of the distribution of elements in the GLCM to the GLCM diagonal [15]. The distribution parameter is high for best segmentation. The image is divided into a set of homogeneous texture regions, and then the texture features associated with the regions are indexed in the image data. The Homogeneity can be computed using equation 2.

\[
\text{Homogeneity} = \sum_i \sum_j \frac{1}{1 + (i - j)^2} P_{i,j}
\]  

(2)

- **Entropy:** It is the significant characteristic used in segmentation method. The Mathematical representation of entropy is given in equation 3.

\[
\text{Entropy} = - \sum_i \sum_j P_{i,j} \log_2 P_{i,j}
\]  

(3)
Mean: the contribution of individual pixel intensity of the entire image is indicated by mean. The mean can be computed using equation 4.

\[ \text{Mean} = \mu = \frac{1}{n} \sum_{i=1}^{n} x_i \]  

(3)

Standard deviation: It describes probability distribution of an observed population. The standard deviation can be computed using equation 5.

\[ \text{Standard Deviation} = \sqrt{\sum_{i=0}^{N-1} (i - \mu)^2 p(i)} \]  

(5)

Correlation: It indicates the spatial dependencies between the pixels. Correlation can be computed using equation 6.

\[ \text{Correlation} = \frac{1}{\sigma_x \sigma_y} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (i, j) p(i, j)^2 - \sigma_x \sigma_y \]  

(6)

\(\sigma_x, \sigma_y\) is the standard deviation in the horizontal spatial domain and vertical domain respectively.

Energy: It is quantifiable amount of the extent of pixel pair repetitions. The energy value is high for highly correlated pixels; the energy value is very large [16]. The energy can be computed using equation 7.

\[ \text{Energy} = \sum_{i} \sum_{j} p(i, j)^2 \]  

(7)

Variance: It shows the variation in intensity between neighboring pixels. The variance can be computed using equation 8.

\[ \text{Variance} = \sigma^2 = \sum_{i=0}^{N-1} (i - \mu)^2 p(i) \]  

(8)

RMS value: The RMS value can be computed using equation 9.

\[ \text{RMS value} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} |x_i|^2} \]  

(9)

In feature extraction step, feature vector represents various features [17].

2.4 Classification

The proposed method uses supervised classification as it is more superior than unsupervised classification. There are many techniques of supervised classification for assigning pixels to informational classes, Minimum Distance from Mean Parallelepiped, Maximum Likelihood, Support Vector Machine (SVM), Artificial Neural Networks. But, SVM is superior compared to other classifiers.

2.4.1 Support vector machine (SVM)

SVM is a machine learning classification algorithm and is used for solving binary classification problems [18]. It draws a decision boundary also known as a hyperplane [19]. The data in the original input space can be linear separable in a higher-dimensional feature space [20]. SVM is superior to other supervised learning methods.

\[ w \cdot x + b = 0 \]  

(12)

In this method, training samples of one group are forced to be on one side of the hyperplane and the samples of the other group are forced to be on the opposite side of the hyperplane. This problem can be solved with the help of various non-linear programming techniques that result in many active constraints. These constraints are very close to the two groups. These are called “support vectors”. The rest of the training samples do not contribute for the division of hyperplane. Due to this feature SVM is considered as an effective classifier. The hyper plane is determined only by a relatively small number of samples that are close to the opposite group. There is no influence on the results when the samples are far away. The samples that are far away have no influence on the results. The classifier focuses on the refinements of the morphological differences between the two groups and not on gross differences. Therefore, it is more effective.

Consider a linearly separable problem where the training set \( D \) is formed by \( K \) instances, each one belonging to one of two classes

\[ D = \{(x_1, y_2), \ldots, (x_k, y_k)\} x_k \in \mathbb{R}^n, y_k \in \{-1, 1\} \]  

(11)

Where \( x_k \) one instance of the \( N \)-dimensional feature vector is built by one of the selection methods. It should be noticed that the iterate \( k \) for the training samples is here given in subscript, instead of in superscript for presentation purposes. A given hyperplane, which can be parameterized by its normal vector \( w \) and a constant \( b \),

\[ w \cdot x + b = 0 \]  

(12)
is said to be a separating hyper plane if and only if the decision function given by
\[ f(x) = \text{sign}(w \cdot x + b) \] (13)
correctly classifies all training instances, i.e., if \( f(x_k) = y_k \) for all instances \( k \), which can also be compactly rewritten in the following way
\[ y_k = (w \cdot x_k + b) \geq 1 \quad \forall k \] (14)

Two details should be noticed in the previous inequality. First, the constant on the right-hand side could actually be any strictly positive number due to the fact that any hyper plane represented by \((w, b)\) can also be represented by any scaled pair \((\lambda w, \lambda b)\) with \(\lambda \in \mathbb{R}^\ast\). The second and most important detail is that any separating hyper plane can be represented in such a way that equation 14 is met as equality for the nearest training samples by changing the scaling factor \(\lambda\). Now, in order to select the best hyper plane from the infinite set of separating ones, its margin should be maximized. Bearing in mind that the distance between the hyper plane and the nearest vectors is given by:
\[ d((w, b), x_k) = \frac{y_k(w \cdot x_k + b)}{\|w\|} \] (15)
\[ = \frac{1}{\|w\|} \] (16)
one can conclude that the optimal hyper plane can be obtained by minimizing \(\|w\|\) or equivalently \(\frac{1}{2} \|w\|^2 = \frac{1}{2} w^T w\), under the constraints eq.14, i.e., by minimizing the following convex quadratic programming problem:
\[
\text{minimize} \quad \frac{1}{2} w^T w \\
\text{subject to} \quad y_k(w \cdot x_k + b) \geq 1 \quad \forall k
\] (17)

The main method to solve this problem is based on its Lagrangian dual formulation which can be obtained as follows. First, consider the Lagrangian function associated with problem
\[ L(w, b, \Delta) = \frac{1}{2} w^T w - \left[ y_k (w^T x_k + b) - 1 \right] \] (18)
where \(\Delta = (\alpha_1, \ldots, \alpha_k)\) is the vector of non-negative Lagrange multipliers associated with constraints eq.14. Then, the infimum of \(L(w, b, \Delta)\) with respect to \(w\) and \(b\), quantity that the dual problem maximizes, can be determined using \(\nabla_{w,b} L(w, b, \Delta)\) and plugging the results in to equation 18. Specifically, the conditions \(\frac{\partial L(w, b, \Delta)}{\partial w} = 0\) and \(\frac{\partial L(w, b, \Delta)}{\partial b} = 0\) yield:
\[ w = \sum_{k=1}^{N} \alpha_k y_k x_k \] (19)
\[ \sum_{k=1}^{N} \alpha_k y_k = 0 \] (20)
respectively, and after some manipulation, the infimum of \(L\) can be given by:
\[ \inf_{w,b} \{L(w, b, \Delta)\} = \sum_{k=1}^{N} \alpha_k - \frac{1}{2} \sum_{k=1}^{N} \sum_{l=1}^{N} \alpha_k \alpha_l y_k y_l (x_k^T x_l) \] (21)

Dual maximization problem for the Lagrangian coefficients, which can be stated, using vector notation, in the following form:
\[
\text{maximize} \quad \Delta^T 1 - \frac{1}{2} \Delta^T D \Delta \\
\text{subject to} \quad \Delta \geq 0 \\
\Delta^T y = 0
\] (22)

Where \(1= (1, \ldots, 1)\) is a \(K\)-dimensional unit vector \(y = (y_1, \ldots, y_k)\) is the vector of labels and \(D\) is the scalar matrix \(D_{kl} = y_k y_l x_k^T x_l\) and \(l \in \{1, \ldots, k\}\) the dual problem is still a quadratic problem but instead of scaling with the number of dimensions in the feature space, it scales with the number of scaling instances. In addition one can notice that each input vector \(x_k\) always appears in a dot product with some other vectors \(x_l\) a property whose usefulness become clear later.

Finally, from optimization theory, more specifically from the complementary slackness condition of the Karush-Kuhn-Tucker theorem, one can conclude that, when the solution to the problem eq.22 is met, one of two possible situations holds true. If a given instance \(x_k\) is a support vector, then the associated Lagrangian multiplier \(\alpha_k\) is non-negative, otherwise, \(\alpha_k\) is zero. Consequently, the optimal hyper plane can be constructed as a linear combination of the support vectors using equation 19. In addition, the bias \(b\) can be found from the constraints. 14 for the support vectors, since they are met as equalities for such training instances.

Following the historical evolution, the first extension of this concept was the introduction of kernels. As mentioned before, this extension is motivated by the fact that even if one dataset is not linearly separable, it can be separated by a nonlinear separation surface. The introduction of kernels will solve this problem by using a mapping \(z = \varphi(x)\) that transforms the original \(N\) dimensional input space into a new \(N\) - dimensional feature space, where an hyper plane will try to separate the new transformed data \((\varphi(x_k), y_k)\).

Two complications can be identified at this stage. The first is computational and is associated with the dimension of the feature space, which can even be infinite for some types of kernels, precluding a naive straightforward approach. However, after replacing all occurrences of \(x\) by \(\varphi\), one can see that each time a given \(\varphi(x_k)\) appears, is in a dot product with another \(\varphi(x_l)\). As a consequence, one only needs to define that the inner product in the feature space, without having to explicitly compute the solution is then obtained by solving the mapping of the input vectors. Specifically, the elements of
matrix $D$ of the dual problem equation 22 become

$$D_{kl} = y_k y_l \phi(x_k) \cdot \phi(x_l)$$

$$w = \sum_{k=1}^{K} \alpha_k y_k \phi(x_k)$$

(23)

and then replacing into $w$ yeilds to the termas decision function

$$f(x) = \text{sign} \sum_{k=1}^{K} \alpha_k y_k (\phi(x_k) \cdot \phi(x)) + b$$

(24)

The inner products are given by the so called kernel function:

$$k(x_k, x_l) = (\phi(x_k) \cdot \phi(x_l))$$

(25)

The second problem arises with the choice of the kernel. In low-dimensional spaces, one might be able to imagine a mapping function that would separate the training set in the feature space, but this task becomes impossible when the dimension of the input space starts to grow. Fortunately, several kinds of kernels with good generalization ability were already identified. The RBF kernel, defined in equation. 24, is one of them and it has been extensively used for the CAD of Alzheimer’s Detection.

$$k(x_k, x_l) = \exp\{-\gamma \|x_k - x_l\|^2\}$$

(26)

So far, the training data was assumed to be separable either on the input space or in the feature space. However, if the data cannot be fully separated without committing a small number of errors, the dual problem becomes unbounded and no solution can be found.

In addition, the use of complex kernels to separate the data often leads to poorer classification performance. To handle this problem Cortes and Vapnik relaxed the constraints in equation. 14, introducing a positive slack variable $\epsilon_k$ in each one:

$$y_k (w . x_k) \geq 1 - \epsilon_k$$

(27)

Those slack variables, which quantify the errors committed by each vector, were then weighted in the cost function in order to keep them as small as possible. The new primal problem can therefore be stated as follows:

$$\minimise \frac{1}{2} w^T w + c \sum_{k=1}^{K} \epsilon_k$$

subject to $y_k (w . x_k) \geq 1 - \epsilon_k \ \forall k$

(28)

where $C$ is a tuning parameter that controls the cost of misclassification. This optimization problem, which is still convex and quadratic as the original one, is often solved by exploiting its dual representation, which can be obtained following reasoning similar to the separable case. At the end, the dual problem takes the form:

$$\maximise \Delta^T 1 - \frac{1}{2} \Delta^T D \Delta$$

subject to $0 \leq \Delta \leq C$

$$\Delta^T y = 0$$

(29)

Therefore the mathematics for the implementation of the hard margin SVM has been implemented by the separation of hyper plane in the classification technique.

3. RESULTS AND ANALYSIS

Step 1: The brain MRI noisy image is considered as an input image for the detection of Alzheimer’s image is shown in Figure-3.

Figure-3. Input image 1.

Step 2: The noise in the MRI image is reduced using Median filtering which is shown in Figure-4.

Figure-4. Median filter output image.

Step 3: The noise free image is segmented using region growing into different regions in the image. This method involves the selection of initial seed point. Segmented image using Region growing is shown in Figure-5.
Step 4: Various textual features are extracted from the segmentation output by using GLCM which determines the spatial dependence of gray level in an image. Table-1 shows feature values for input image 1.

Table-1. Feature values for input image1.

<table>
<thead>
<tr>
<th>S. No</th>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Contrast</td>
<td>0.0141</td>
</tr>
<tr>
<td>2</td>
<td>Correlation</td>
<td>0.0510</td>
</tr>
<tr>
<td>3</td>
<td>Energy</td>
<td>0.9734</td>
</tr>
<tr>
<td>4</td>
<td>Homogeneity</td>
<td>0.9934</td>
</tr>
<tr>
<td>5</td>
<td>Mean</td>
<td>2.29966e-04</td>
</tr>
<tr>
<td>6</td>
<td>Standard deviation</td>
<td>0.0370</td>
</tr>
<tr>
<td>7</td>
<td>Entropy</td>
<td>2.8273</td>
</tr>
<tr>
<td>8</td>
<td>RMS</td>
<td>0.0370</td>
</tr>
<tr>
<td>9</td>
<td>Variance</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

Step 5: These extracted features are given to the SVM classifier. SVM Classifier’s job is to tell the final decision whether the patient suffers from Alzheimer’s or not.

Output: no impairment: a symptom of Alzheimer’s.

Figure-6. Input image 2.

Figure-7. Median filtered image.

Figure-8. Image segmentation result.

Table-2. Feature values for input image2.

<table>
<thead>
<tr>
<th>S. No</th>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Contrast</td>
<td>0.0161</td>
</tr>
<tr>
<td>2</td>
<td>Correlation</td>
<td>0.0282</td>
</tr>
<tr>
<td>3</td>
<td>Energy</td>
<td>0.9693</td>
</tr>
<tr>
<td>4</td>
<td>Homogeneity</td>
<td>0.9923</td>
</tr>
<tr>
<td>5</td>
<td>Mean</td>
<td>2.4184e-04</td>
</tr>
<tr>
<td>6</td>
<td>Standard deviation</td>
<td>0.0378</td>
</tr>
<tr>
<td>7</td>
<td>Entropy</td>
<td>2.8119</td>
</tr>
<tr>
<td>8</td>
<td>RMS</td>
<td>0.0378</td>
</tr>
<tr>
<td>9</td>
<td>Variance</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

Output: Malignant: Mild decline

4. CONCLUSIONS

In this paper, the proposed method detects Alzheimer’s disease using SVM classifier. In preprocessing step, noise present in MRI image is removed using median filtering. It is an effective method for reducing the noise. Then in segmentation step, the region growing is applied on denoised image to extract Region of interest. The proposed method extracted nine textual features using GLCM. It is a widely used method for extracting the texture based on features. These textual
Alzheimer’s is diagnosed in two stages: No impairment means there is no symptom of Alzheimer’s and malignant, i.e., mild decline. This method is an effective method to detect Alzheimer’s disease.
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