
                                VOL. 17, NO. 13, JULY 2022                                                                                                                   ISSN 1819-6608 

ARPN Journal of Engineering and Applied Sciences 
©2006-2022 Asian Research Publishing Network (ARPN). All rights reserved. 

www.arpnjournals.com 
 

 
                                                                                                                                                      1337 

IMPLEMENTATION OF AREA EFFICIENT AND HIGH SPEED HNG GATE 
BASED MULTIPLIER FOR DSP APPLICATIONS 

 
K. Manikanta and N. Siddaiah 

Department of Electronics and Communication Engineering, Koneru Lakshmaiah Education Foundation, Vaddeswaram,  
Andhra Pradesh, India 

E-Mail: 2001080007@kluniversity.in  

 
ABSTRACT 

In the scientific literature, there is a lot of discussion on approximate multipliers and circuits based on approximate 
4-2 compressors. The designer who wants to employ an approximation 4-2 compressor is confronted with the challenge of 
choosing the proper topology due to the enormous number of options. A complete study and comparison of the roughly 4-2 
compressors that have been suggested in the literature are presented here. One more compressor is shown, so that there are 
now twelve distinct approximate 4-2 compressors evaluated. The goal is to create logic gates that can be reversed. Quantum 
computing relies heavily on the reversibility of logical operations. This technology's gadgets run at very fast speeds and 
utilize very little power. Hardware description language (HDL) is used to create simple reversible logic gates. The Verilog 
implementation of the Wallace tree multiplier uses a simple half adder and a full adder. The reversible logic gates have been 
created, as well as a 4bit reversible adder, irreversible adder along multiplier has been developed. Layouts are designed using 
a variety of foundry technologies, and these methods are compared. We've reached the end of the road in terms of low-power 
dissipation. An 8x8 bit reversible multiplier circuit has been suggested and developed in this article. In terms of speed and 
complexity, the suggested reversible multiplier is superior to the current multipliers. In terms of the number of gates, garbage 
outputs, and constant inputs, it is superior to the current alternatives. The "HNG" 8x8 reversible gate was recently suggested 
by Haghparast and Navi. It is possible to use a reversible HNG gate as a reversible full adder when it is used alone. The 
reversible multiplier circuit in this study is built using HNG gates. Two 8-bit binary integers may be multiplied using the 
HNG gate in the proposed reversible multiplier circuit. A generalized version of the suggested reversible 8x8 multiplier 
circuit may be used for NxN bit multiplication as well. 
 
Keywords: reversible gates, power dissipation, verilog, adder, HNG multiplier. 
 
INTRODUCTION 

As one of the most crucial computing blocks, 
multipliers are commonly used in digital signal processor 
(DSP) systems. Examples include computer graphics, 
scientific computation, and image processing, where 
multipliers are increasing. Processor speed is influenced by 
the multiplier speed, and high-speed is prioritised above 
low-energy usage by designers. A partial production, 
reducing, & addition stage are all included in the multiplier 
design. The partial product reduction step receives the lot 
of the season, power, and range of multiplication. As a 
result, this step is often implemented by compressors, 
which assist minimise the amount of partial products as well 
as shorten the circuit's critical path. This is done using the 
3-2, 4-2, 5-2 framework. Compressor circuit with a full 
adder cell: The overall performance of the system will 
increase if these compressors are upgraded in design. XOR-
XNOR and multiplexers are part of the compressor's 
internal construction. Mathematical systems, multipliers, 
compressors, parity-control systems and other circuits 
employ XOR-XNOR logic. XOR/XNOR Improved XOR-
XNOR gates increase the performance of the multiplier 
circuit. New XOR-XNOR modules and a 4-2 compressor 
are proposed in this study. Product accumulation may be 
achieved by reducing transistor and power consumption. 
Full adder computation has been widely explored as an 
approximation for full adder cells. These adders were 
compared by Liang et al., who came up with a slew of new 
metrics for evaluating approximation and probabilistic 
figures' supplements. It is the arithmetic distance between 

both the incorrect and the right outputs in a circuit that is 
referred to as the error distance (ED). Approximation 
multipliers, on the other hand, have not gotten the attention 
they deserve. Using approximation additional items in the 
architecture of the multiplier does not work since it is 
difficult, complex and inefficient in terms of performance 
measures. "An estimated multiplier was given to a number 
of applicants. Truncated multiplication is used in these 
designs, which estimate the constant-sized columns of 
partial products. When partials are multiplied using an 
incorrect array multiplier, this neural network mistake 
occurs (and thus removing some adders in the array). 
Adjustment constant added to a shortened multiplier. Low-
power VLSI design has been more popular in recent years, 
and one of the most important needs is reducing the amount 
of power dissipated. These reversible logic gates allow the 
system to be operated in both directions, as well as produce 
inputs from outputs that may be paused and returned to any 
point in the computation history. As long as the output 
vector can be retrieved from of the input vector in exactly 
the same way, and vice versa, a circuit is said to be 
reversible. If computing is made information-lossless, 
energy dissipation may be decreased or even eliminated. 
Moore's law still holds true for higher-order integration and 
increasing scaling mechanisms, however with older 
technologies, the heat generated by each IC doubles. When 
information is lost, the temperature drops by kTLn2 joules, 
where k is the Boltzmann constant & T is the operating 
temperature, in conventional logic circuits. Low-power 
CMOS and QCA technologies make use of reversible logic 
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gates because of their many benefits. It performs a wide 
range of tasks in a short period of time. Quantum computers 
can make better use of these gates since they are more 
malleable. Bit-loss recovery and heat generation are both 
possible uses for this technology. Inputs and outputs are 
objectively linked. A unique output is generated for each 
input. As a result, since reversible computing results in no 
data loss, it is the ideal option for QCA nanotechnologies. 
There are five primary ways in which reversible logic 
differs to irreversible Boolean logic synthesis: One 
definition of constant input is an input that is always set to 
1 or 0. For such an efficient circuit, the number of stay true 
must be minimised. A logic gate's fan-out is the maximum 
number of gate inputs it can drive. Only one of gate's inputs 
may be linked to the gate's sole output. The output of a gate 
that is not utilised by another gate is known as a garbage 
signal. The lower the trash value, the more efficient the 
circuit will be. For example, with reversible circuits, the 
number of input and output pins is the same, unlike in 
irreversible circuits. Because there is no feedback route in 
this logic circuit, it is acyclic. The number of basic gates 
required to synthesise a particular logic function is a 
measure of hardware complexity. There is no loss of 
information owing to the one-to-one mapping idea in 
reversible computing. The number of inputs and outputs are 
the same in these gates. As a result, they're each able to be 
retrieved in a different way. Reconstructing inputs from 
outputs does not use any electricity. The energy that is 
dissipated by irreversible gates may be significant. 
Reversible gates may be used to overcome this sort of issue. 
The negligible power dissipation of reversible logic gates is 
a benefit. Reversible gates also have a high rate of 
operation. Online and offline fault testing are two examples 
of applications that make use of reversible logic. Constant 
inputs & garbage outputs are used to balance a reversible 
gate. In order to make a gate reversible, the quantity of gates 
must be maintained constant. Garbage outputs are those that 
have been thrown away. Unused outputs are not linked to 
any other inputs. Reversible logic gates are able to create 
both inputs and outputs from the same logic gate. Different 
variables including such garbage outputs, gate count, 
constant input, latency, and hardware complexity are used 
in the evaluation of reversible circuits. 
 
EXISTING SYSTEM 
 
Multiplier Using 4-2 Compressor 

Full adder design for XOR and Multiplexer 
circuits was presented instead of traditional full adder 
design for three distinct 4:2 compressors. Which may 
operate in either an accurate or an approximation 
computing mode, depending on the situation. Accuracy is 
sacrificed in favor of fast speed and low battery 
consumption in this approximation mode. When using an 
approximation mode, each compressor has a different 
degree of precision and power dissipation than when using 
an exact mode. Accuracy and dynamic power and speed 
changes may be achieved using these compressors inside 
the approximate multiplier. Many logic gates are saved by 
using an approximate 4:2 compressor-based partial 

multiplier, and this suggested multiplier was tested in image 
processing applications, such as multiplication and 
sharpening. Xilinx S6LX9 FPGA was used to generate this 
design in Verilog HDL and compare all parameters ln terms 
of area, delay, and power consumption. 
 

 
 

Figure-1. Conventional 4:2 compressor. 
 

 
 

Figure-2. 4:2 compressor chain. 
  

Multiplication is an essential mathematical 
operation in AI and DSP applications. Because of the high-
speed parallel nature of these applications, high-accuracy 
multiplier designs are required. Faster calculations may be 
achieved with less hardware complexity, latency, and 
power consumption by using approximation in multipliers. 
In the process of multiplication the propagating delay in an 
adder structure is caused by a speed limiting procedure 
called partial product summation. Compressors are used to 
reduce the propagation delay. Compressors concurrently 
compute the total and transport it through each step of the 
process. Next, the carryover is multiplied by a larger 
significant sum bit to get the final result. This cycle is 
repeated until the finished product is obtained. The A1, A2, 
A3, A4, and Cin inputs and outputs of a 4-2 compressor are 
as follows: (Sum; Carry; Cout). The binary weights of all 
the input and output bits are the same. A preceding block of 
ordering one binary bit lower in importance is fed into the 
compressor, which generates outputs Cout & Carry of order 
1 binary bit higher in importance. Fig.1 depicts the overall 
block diagram of the precise 4-2 compressor. 

Two output bits may be used to create the approximate 4-2 
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compressor. Using this approximation compressor as a 
multiplier implementation reduces the amount of output 
bits, which in turn decreases the amount of input bits for 
subsequent compressors. Output bit Cout is always 0 except 
for the input combination "X4X3X2X1 = 1111". Cout is not 
taken into account while developing approximation 
compressors. 
 

 
 

Figure-3. 8×8 approximate multiplier. 
 
PROPOSED SYSTEM 

Low-power design, optical processing 
information, DNA computing, informatics, quantum 
computing, and nanotechnology all benefit from reversible 
logic circuits because of their interest in minimizing power 
consumption. A new 8x8 bit reversible multiplier circuit is 
proposed in this study. In terms of speed and complexity, 
the suggested reversible multiplier is superior to the current 
multipliers. In relation to the number of gates, garbage 
outputs, and constant inputs, it is superior to the current 
alternatives. The "HNG" gate, suggested by Haghparast and 
Navi, is an 8x8 reversible gate. It is possible to use a 
reversible HNG gate as a reversible adder circuit when it is 
used alone. The reversible multiplier circuit in this study is 
built using HNG gates. Two 8-bit binary integers may be 
multiplied using the HNG gate in allows us to change 
multiplier circuit. NxN bit multiplication may be used to 
allow us to change 8x8 multiplier circuit. 

You can undo the reasoning. Function with n-
inputs and n-outputs if the inputs and outputs of F are 
identical, then F is said to have been reversible. As a result, 
the output vector may be used to uniquely identify the input 
vector. logic gates using reversible logic: As an example, 
the following equation may be used to describe a nxn 
reversible gate: IV = (I1,I2,I3,...,In) OV = 
(O1,O2,O3,...,On). In recent years, a number of other 
reversible gates have indeed been put out for consideration. 
Eighteen of the most important gates are located between 
them: the Feynman gate, FFG [8], the Toffoli gate (TG [9], 
the Fredkin gate (FRG [10], and the Peres and New Gate 
(NG [12]). We'll go over reversible logic gates in this part. 
Many of them are offered so that they may be compared to 

previous research. 2-CNOT, also known as the Feynman 
gate, is a 2x2 reversible gate that may be defined by the 
following two equations: P = B and Q = A*B, where A is 
the control bit and B denotes the data bit. In Figure-1, it is 
displayed. A 3x3 reversible logic gate, the Toffoli gate (TG) 
is also known as a controlled controlled-not (CCNOT). An 
example of the Toffoli gate's input and output vectors: IV = 
A, B, C; OV = (P = A, Q = B, R = ABC) Figure-2 depicts 
the Toffoli gate. Three-by-three reversible logic gates are 
called Fredkin gates (FRGs). In mathematical terms, IV = 
(A, B, C)  

Inlet and outlet vectors are IV and OV.it is shown. 
This gate is conservative in the sense that the Hamming 
value of its input and output vectors are the same. A 3x3 
reversible logic gate, the Peres gate (PG) or New Toffoli 
Gate (NTG), combines the Toffoli Gate with the Feynman 
Gate. It's written as: Iv =. (A, B, C) P = A, Q=A+B+C, 
R=AB+C where Iv and Ov are indeed the input and output 
vectors respectively. Figure 4 depicts the Peres gate. Toffoli 
Gate coupled by Feynman Gate produces the same 
transformation as Peres gate. Reversible 3x3 new gate 
(NG). It's written as: Iv =. (A, B, C) A is the input and B is 
the output vector of Ov = (P=A, Q=ABC, R=A′C′B′). 
Figure-5 depicts the new gate. Four by four reversible logic 
gate called the TSG gate. Figure-6 depicts the TSG gate 
with its outputs labelled with logic expressions. A 4x4 
reversible gates gate, the MKG gate is one kind. Iv = (A, B, 
C, D) Ov = (P = A, Q = C, R = (A′D′B′) C, S = (A′D′B′). 
The MKG gate may be expressed as: For the input and 
output vectors, C(ABD)). MKG gate is seen in Fig. 7 with 
each output labelled with a logic statement. 4x4 reversible 
logic gate, the HNG gate. To describe the HNG gate 
mathematically, we may write it as follows: Iv = ((A, B, C, 
D)) Ov = C AB D) The inlet and outlet vectors are Iv 
and Ov, respectively. 
 
NOVEL REVERSIBLE MULTIPLIER CIRCUIT 
USING HNG GATES 

This one-to-one mapping makes it possible to 
reverse the logic gate's inputs and outputs. This logic gate 
helps decide the outputs from the inputs, and it may also be 
used to recover the inputs from the outputs. Using a limited 
set of reversible logic gates, the principles of reverse 
computing are founded on the link between entropy & heat 
transport inside the system, the chance that a quantum 
particle will ever be in a specific state. To determine the 
intricacy and performance of a reversible circuit, there are 
a number of parameters: Reversible gates (N): A overall 
number of reversible logic employed in the circuit. To 
synthesise the given logical function, the number of inputs 
must be kept constant at either 1 or 0. This is known as the 
b) constant inputs (CI) definition. There are four "garbage 
outputs" in a reversible logic circuit, which means that there 
are four "unused" outputs. It is impossible to go without 
them in order to accomplish reversibility. To put it another 
way, "quantum cost" (QC) is how much a single basic gate 
costs. Gate levels (GL) represent the number of gates inside 
the circuit that are necessary to implement a certain logic 
function. Reversible logic gates like the HNG gate are 
shown in Figure-4. Because it has k inputs & k outputs, the 
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HNG gate is referred to as a k*k gate. The quantum cost of 
an HNG gate is six. Reversible logic gates have been used 
in several combinational logic circuits during the last few 
decades. In a single gate, it may create both sum and carry, 
thereby reducing the amount of waste and the number of 
gates needed. The suggested multiplier uses just one HNG 
gate to structure the whole multiplier in order to prevent 
this. 
 

 
 

Figure-4. HNG gate. 
 

Reversible logic is gaining a lot of traction among 
IC designers right now since it consumes less power. 
Applications of reversible logic include DSP (Digital Signal 
Processors), quantum computers, and high-speed VLSI 
structures. Many reversible logic gates are used in the 
implementation of reversible logic. A low power VLSI 
design approach known as reversible will be utilised to 
minimize the energy consumption and space usage of a 
VLSI design without sacrificing the speed. Reversible logic 
gates are used in this project to create a high-speed 
multiplier. Verilog coding has been used to suggest an 
efficient high-speed multiplier. High-speed multiplication 
is provided using an 8-bit reversible multiplier. The 
reversible 8x8 multiplier circuit we're proposing comprises 
two components. To begin, Peres gates are used to create 
the partial products in parallel. A full adder (FA) that 
accepts three bits is the underlying cell for this multiplier. 
The reversible complete adder is represented using HNG 
gates. Reversible HNG full adders are used in the circuit 
design of the reversible multiplier suggested here. It also 
requires four half-adders that may be reversed. As an 
alternative to the HNG gate, which is more complicated in 
hardware and has a higher quantum cost, we employ the 
Peres gate as a reversible half adder. A comparable or 
slightly larger set of gates are used in reversible 
computation and other developing technologies including 
quantum computation, optical computing, and 
nanotechnology. It's also been possible to create the first 
reversible logic chips using CMOS technology. In opposed 
to static CMOS logic, which sinks all signal energy for each 
gate, reversible logic is ideal for reusing signal energy (as 
opposed to sinking the transmitted signal with each gate). It 
has been shown that reversible circuits may lower energy 
usage by a factor. These implementations suffer from 
another transistor rule, which states that power 
consumption is exactly proportional to the frequency at 
which instructions are executed. The energy usage per 
calculation climbs as the number of calculations per second 
increases. Per calculation, less energy is used if fewer 
computations are performed at the same time. Reversible 

circuits may be used for a wide range of applications, 
however this means that not all of them are appropriate for 
use. While many embedded devices don't need to conduct 
billions of calculations per second, there are those that do. 
The remainder of this section explains how reversible gates 
are implemented in CMOS. CMOS transistor 
implementation fundamentals are reviewed first, and then 
an explanation of how this is employed in the development 
of reversible gates is provided. There are many different 
kinds of reversible gates, as listed below. The HNG gate is 
important because it may be used to construct a reversible 
complete adder circuit. (A,B,Cin), the output vector of 
HNG will be (P=A;Q=Cin;R=Sum) when the input vectors 
are (A;B). As a result, it's possible to receive both sums and 
carryouts. Figure 5 shows the implementation of the HNG 
gate-based reversible full adder. Two of the four outputs are 
sum and carry, with the other two being waste. As the 
multiplier's most important unit, the adder has a significant 
impact on the overall performance of the system, including 
power consumption, delay, and space required. To create an 
8-bit binary multiplier, you'll need six 4 bit ripples carry 
adders.  

Figure-4 shows the schematic design of an 8-bit 
ripple carry adder employing 9 HNG gates. 
 

 
 
SIMULATION RESULTS 

Using Verilog HDL, we've generated all of our 
synthesis and simulation findings. Xilinx ISE 14.7 is used 
for the synthesis and simulation. Figures following 
illustrate the simulation results. Below are the matching 
Approximate 4:2 Multiplier simulation results. 
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PROPOSED RESULTS 
 

 
 

Figure-6. RTL schematic. 
 

 
 

Figure-7. Technology schematic of internal block 
multiplier. 

 

 
 

Figure-8. Simulation results. 
 

AREA 

 
 

DELAY 

 
 

POWER 

 
 

 
 
 

CONCLUSIONS 
This project developed an effective reversible 

multiplier based only on HNG gates. The reversible gate 
built on ripple carry adder was used to design the schemed 
multiplier. Because the HNG gate is a reversible logic gate, 
it may be utilized to lessen the delay when the number of 
bits increases. Verilog coding is used to model the 
multiplier circuit, which is then run in Xilinx ISE 14.7. This 
Table-1 shows that now the delay is shorter than it was with 
the previous multiplier. DSP and high-speed VLSI circuits 
will benefit from the suggested multiplier. Although delay 
minimization has typically been the primary emphasis of 
multiplier design, power consumption concerns have lately 
been added to the list of priorities. First and foremost, we 
wanted to figure out how multipliers use power and, second, 
how we might cut down on it. We have investigated the 
power dissipation of a multiplier, as well as several 
strategies for reducing this circuit's power usage. In light of 
the relevance of multipliers, subsequent research efforts 
will likely focus on improving this blocks for delay and 
power consumption. Utilizing HNG gates & Peres gates, we 
devised a new 8x8 bit reversible multiplication circuit. A 
comparison of the hardware cost, amount of gates, garbage 
outputs, and constant inputs and outputs demonstrates that 
the new reversible multiplier circuit performs better than 
the current designs (see Table-1). The limitations of 
reversible circuits too were avoided to the greatest extent 
possible. Reversible multiplier circuits, such as the one 
we've presented, may be used to create complicated 
nanotech systems. There are no quantum logic or optical 
logic implementations available, hence all of the suggested 
circuits are technology-independent. 
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