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ABSTRACT 

With the growth in the number of applications deployed in cloud app repositories and the increase in the number 

of users consuming them, usability has become a differentiating factor that promotes the competitiveness of software 

companies and user productivity. One of the usability tests that focuses on evaluating the layout and/or distribution of the 

elements in the graphic interface is the mouse tracking test, which has as a challenge the analysis of the mouse trace 

obtained in the test. In this paper we propose as a contribution the application of unsupervised learning techniques and 

specifically the use of clustering techniques from the K-Means algorithm in the analysis of the mouse trace obtained in a 

usability test under the mouse tracking approach. In this way, from the images with the mouse traces generated in these 

tests, the distribution of the mouse trace points around a set of centroids is obtained, with the purpose of determining the 

area of the screen in which there was more interaction in the test by the user and in order to make decisions on the layout 

and distribution of the interface components. 
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INTRODUCTION 
With the increase in the number of applications 

developed and published in cloud app stores, as well as in 

the number of users that consume them, usability has 

become one of the key aspects that contribute to 

improving the competitiveness of companies and the 

productivity of end users[1]-[5]. According to ISO 9241, 

usability can be defined as the extent to which a software 

product can be used by specific users to accomplish their 

objectives effectively, efficiently and with satisfaction in a 

given context of use[6]-[9]. Similarly, according to ISO 

9126-1 and ISO 25000, usability corresponds to one of the 

attributes that define software quality and can be defined 

as the ability of a software to be understood, learned and 

used in a simple and attractive way[10]-[12]. 

Usability can be involved in the software 

development process, both in the design phase and in the 

evaluation phase. In the design phase through the inclusion 

of heuristics and usability guidelines, while in the 

evaluation phase through the development of usability 

tests or user tests, in which a set of users perform a set of 

tasks on a given software in a controlled environment or 

usability laboratory[3], [13]-[15]. Among the usability 

tests, those based on the mouse tracking approach stand 

out, in which the added value is the capture of the mouse 

trace generated in the interaction of each user in the 

different tasks developed in the test[16], [17].  

One of the existing challenges in usability testing 

based on mouse tracking is the analysis of the mouse trace 

captured from each user who performed the test in a 

controlled environment, in order to determine whether the 

interface controls of the evaluated software are properly 

distributed with respect to the utilization of the 

hierarchical zones [16].  In this sense, although there are 

tools that allow the capture of this data in the tests, there is 

no evidence of the application of machine learning models 

in the analysis of the mouse trace, so it is necessary to 

have tools that allow the analysis of the distribution on the 

screen of the points of the mouse trace and its relationship 

with the zones on the screen automatically using 

unsupervised learning algorithms or clustering. Machine 

learning clustering methods start from a set of examples, 

which are grouped or organized into clusters according to 

a notion of similarity that is generally determined by a 

distance function or metric [18]-[22].  

In this paper we propose as a contribution, the 

application of unsupervised learning techniques and 

specifically the application of clustering algorithms in the 

analysis of mouse traces obtained in a usability test.For 

this purpose, a tool was developed in Python language and 

using the openCV and scikit-learn libraries, which 

receives as input the image with the mouse trace of a 

usability test and obtains as a result the distribution of the 

points of the trace around a set of centroids, in order to 

determine the areas of the screen or interface in which 

there is more interaction. Thus, the results obtained by the 

analysis tool allow the test coordinator and the 

development team of the evaluated software to make 

decisions regarding the distribution of the components in 

the interface. 

The rest of the article is organized as follows: 

first, the different phases of the methodology used for the 

development of this research are described. Subsequently, 

the results obtained through this research are presented, 

including the description of the design and implementation 

of an automated tool that allows the application of 

clustering techniques on the mouse trace captured in a 

mouse tracking test. Likewise, this section includes the 

description of a case study developed from the use of the 

proposed tool on the mouse trace generated by a user in 

the interaction with the software for the creation of 

algorithms by means of flowcharts: DFD. Finally, the 

conclusions and future work derived from this research are 

presented. 
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METHODOLOGY CONSIDERED 

For the development of this research, 4 

methodological phases were defined (see Figure-1): 

characterization of mouse tracking tests, design of the 

analysis tool, construction of the analysis tool and finally 

case study (see Figure-1). 

 

 
 

Figure-1. Methodology considered. 

 

Phase 1 of the methodology identified the main 

characteristics of usability testing under the mouse 

tracking approach, in which while a group of users 

perform a set of tasks within an interactive application and 

in a controlled environment or usability laboratory, the 

mouse trace is captured using proprietary or free software 

to obtain as a final result an image with the mouse trace 

generated in the different tasks of the usability test. Once 

the mouse tracking tests were characterized in phase 1, 

phase 2 of the methodology focused on the design of the 

proposed analysis tool, which included the description of 

the functional modules that make up the tool, as well as 

the specification of the different processes developed in 

the functional modules and the generation of the high-

level interfaces that allow compliance with them. Based on 

the design defined in phase 2, in phase 3 the techniques 

and technologies for processing the images with the mouse 

trace through the application of clustering techniques were 

selected. Once the above was done, the implementation of 

the analysis tool using the selected techniques and 

technologies was carried out. Thus, the Python language 

was chosen for the implementation of the tool, so that the 

Python openCV library was selected for the processing of 

the images with the mouse trace, while the Python scikit-

learn library was used for the application of the clustering 

techniques. Finally, in phase 4 of the methodology, a case 

study was conducted, in which use was made of the tool 

implemented for the analysis of the data obtained in a 

mouse tracking test performed on the DFD flowchart 

creation tool. 

 

RESULTS AND DISCUSSIONS 

This section describes the results obtained from 

the development of this research, which includes the 

definition of the functional modules of the proposed 

analysis tool, the description through a flowchart of the 

processes developed by the tool for the application of 

clustering techniques on the images resulting from a 

mouse tracking test and finally, the description of the 

results obtained in the application of the proposed tool on 

the results of a case study developed in this research.  

Accordingly, Figure-2 shows the functional 

modules that make up the mouse tracking test analysis 

tool, using clustering techniques. 

 

 
 

Figure-2. Block diagram of the tool. 

 

The GUI module of the analysis tool is in charge 

of displaying the tool interface and managing the different 

components (labels, buttons, text areas, text boxes), as 

well as handling the different events that allow the end 

user (usability test coordinator) to interact with the 

interface. Thus, from the interface components generated 

by this module, the test coordinator can attach the image 

with the mouse trace generated in a mouse tracking test, in 

order to perform the clustering analysis and obtain as 

output a new image showing the centroids of each cluster 

obtained and its distribution in the 4 zones of the screen 

(upper left, upper right, lower left and lower right). The 

GUI module was implemented through the use of the 

Python Tkinter library. The image processing module, on 

the other hand, is responsible for transforming the input 

image to grayscale and iterating it in order to determine 

the coordinates of the mouse trace distributed along the 

image to store them in a numerical array. The image 

processing module was implemented through the use of 

the openCV computer vision library. On the other hand, 

the clustering analysis module is in charge of taking the 

numerical array of coordinates generated by the image 

processing module and obtaining a set of clusters with 

their associated centroids, as well as the number of 

instances or samples corresponding to each of the clusters. 

The clustering analysis module was implemented through 

the use of the scikit-learn library of the Python language. 

The image generation module is responsible for drawing 

on the image with the original mouse trace, the 4 zones of 

the screen and the clusters obtained by the cluster analysis 

module, in order to identify where the points of interest of 

the trace are concentrated. The image generation module 

was implemented using the Python openCV library. 

P1. Characterization 

of mouse tracking 

tests 

P2. Design of the 

proposed analysis 

tool 

P3. Construction of 

the analysis tool 
P4. Case study 
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Finally, the reporting module is responsible for generating 

a .CSV file with the results of the clustering analysis, 

which includes the centroids of each cluster and the 

number of instances spatially distributed around each 

centroid.  The reporting module was implemented through 

the use of the Python file class.   

On the other hand, Figure-3 shows a flowchart 

representing the different functional processes developed 

by the analysis tool for the application of clustering 

techniques on the mouse trace images of a usability test. 

 

 
 

Figure-3. Tool flow chart. 

 

Thus, once the analysis tool is started, the test 

coordinator proceeds to load the image with the mouse 

trace obtained in the mouse tracking test, which is 

normally generated by a tracking tool and includes the 

mouse trace in black on a white background. Thus, once 

this image is loaded, the tool iterates over it in order to 

identify the points or coordinates of the black pixels and 

store them in a numerical array. Once the array of 

coordinates has been obtained, the analysis tool applies the 

clustering model based on the K-Means algorithm, taking 

into account a given number of clusters.   As a result, the 

tool obtains the coordinates of the centroids belonging to 

each cluster and the number of instances associated to 

each centroid. The coordinates obtained for the centroids 

are plotted on the original image, which also shows the 

four zones on the screen, so that it is possible to see the 

points of interest on the screen and the zone to which these 

belong. Finally, the tool allows generating a report 

in .CSV format with the results of the application of the 

clustering model on the evaluated mouse trace. 

Once the functional processes developed by the 

tool have been described, the graphical interface of the 

tool is presented below, which is made up of 3 tabs: 

"Process Image", "Clustering Analysis" and "Graphical 

Analysis", as shown in Figure-4. 

 

 
 

Figure-4. Analysis tool interface. 

 

The "Process Image" tab is shown in Figure-4 

and is in charge of loading and visualizing the image with 

the mouse trace by pressing the "Open" button, as well as 

obtaining the number of points of the trace and their 

associated coordinates by pressing the "Process Image" 

button. These coordinates are stored in a numerical array, 

for use by the clustering models in the other tabs of the 

tool. The process of obtaining the coordinates of the 

mouse trace is performed through the advantages provided 

by the openCV Python library. Thus, as an example, in 

Figure-4 a mouse trace image with dimensions 1920x1080 

was loaded, which was generated using the IoGraph tool 

[23] and whose number of points of the trace is 576636. 

On the other hand, the "Clustering Analysis" tab 

is presented in Figure-5 and is responsible for the 

application of the clustering techniques on the array of 

points or coordinates obtained in the "Process Image" tab. 

Thus, by selecting in the "Clustering Analysis" tab the 

number of clusters to be determined and pressing the 

"Analyze" button, the centroids corresponding to each 

cluster and the number of instances that have been 

categorized in each cluster are obtained. In the same way, 

in this tab it is possible to generate a report in .CSV format 

by clicking on the "Report" button. The process of 

obtaining the clusters and their associated centroids is 

performed by the analysis tool through the use of the 

scikit-learn Python library. As an example, Figure-5 shows 

the results of the analysis with 3 clusters, performed on the 

image of the mouse trace shown in Figure-4, so that the 

following 3 centroids were obtained: C1={X=1469.14, 

Y=551.51, Number of Instances=183560, %Instances 

=31.833%}, C2={X=496.57, Y=564.308, Number of 

Instances=157847, %Instances=27.374%}, 

C3={X=963.952, Y=531.744, Number of 

Instances=235229, %Instances=40.793}. Thus, it can be 

seen that the cluster with centroid C3 is the one with the 

highest number of associated points with 40.793%, and it 

is located in zone 2 of the screen (upper right part). On the 

other hand, the cluster with the least number of instances 
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or points is cluster 2, which has 27.374% of the instances 

and is located in zone 3 of the screen (bottom left). 

 

 
 

Figure-5. “Clustering Analysis” tab of the tool. 

 

Finally, Figure-6 shows the "Graphical Analysis" 

tab, where it is possible to obtain graphically the 

representation of the centroids obtained in the original 

mouse trace image and their relationship with the 4 screen 

zones considered in this proposal. The new image with 

centroids and screen zones is generated using the 

advantages provided by the openCV library. 

 

 
 

Figure-6. “Graphical Analysis” tab of the tool. 

 

As an example, it is possible to observe that 

regarding the analysis with 3 clusters for the image with a 

trace of 576636 presented in Figure-4, it is obtained that 

the centroid C1 of cluster 1 belongs to zone 4, the centroid 

C2 of cluster 2 belongs to zone 3, while the centroid C3 of 

cluster 3 belongs to zone 2 and is the one with the highest 

number of associated points. 

Once the different tabs of the graphical interface 

of the analysis tool have been presented, a case study is 

described below, where the proposed tool was applied on 

the mouse trace resulting from a usability test in which a 

user interacted with the DFD software, which allows the 

creation of programming algorithms through flowcharts 

(see Figure-6). 

 

 
 

Figure-7. DFD tool. 

 

Within this test, a user was requested to build a 

flowchart algorithm to calculate the area of a rectangle, 

while the IoGraph tool was used to capture the mouse 

trace of the test. Thus, by applying the analysis tool to the 

mouse trace of the test, which has a total of 84463 points, 

the results presented in Figure-8 were obtained for a total 

of 3 clusters. 

 

 
 

Figure-8. Results obtained in the case study. 

 

It can be seen that the centroid C1 and centroid 

C3 are located in zone 1 of the screen (upper left part), 

while centroid C2 is located in zone 2 of the screen (upper 

right part). Similarly, with respect to the instances of each 

cluster, Table-1 shows the numerical and percentage 

distribution of the instances around the 3 defined 

centroids. 

 

Table-1. Clusters and centroids defined. 
 

Cluster Centroids 

Number of 

instances and 

percentage 

1 
C1={X =278.973, 

Y=203.354} 

29954 

35.464% 

2 
C2={X =963.554, Y 

= 456.442} 

26426 

31.287% 

3 
C3={X =640.174, 

Y=283.582} 

28083 

33.249% 
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Likewise, it is possible to see from Table 1 that 

cluster 1 is the cluster with the highest number of 

instances with a distribution percentage of 35.464%; 

however, the 3 clusters have a number of instances close 

to each other. Although both clusters 1 and 3 were 

classified in zone 1, it is important to note that 31.248% of 

the instances were classified in zone 2. This is explained 

by the fact that the evaluated tool displays the flowchart 

that is generated by the user in the center of the screen, 

while the icons or components of the flowchart are located 

in the upper left part of the screen, so that the path shown 

in the mouse trace can make the process of creating a 

flowchart inefficient.  Thus, it is recommended that the 

DFD tool places the flowchart on the left and by default 

the tool window has a smaller width. 

 

CONCLUSIONS 
Taking into consideration the need for methods, 

techniques and tools that support the analysis of the results 

obtained in a usability test under the mouse-tracking 

approach, in this article we propose as a contribution the 

application of unsupervised learning techniques and 

specifically of clustering models for the analysis of the 

mouse trace resulting from a mouse-tracking test. Thus, 

for the application of these methods, a tool was developed 

in the Python language and with the support of the scikit-

learn library, which from the array of coordinates of the 

mouse trace allows obtaining a set of clusters and their 

associated centroids, as well as their spatial distribution 

with respect to the coordinates of the trace. 

The method employed based on the use of the K-

Means algorithm and the analysis tool proposed to 

implement it are intended to support the coordinator of a 

usability test in terms of identifying the areas of the screen 

where the user focuses his attention, in order to facilitate 

decision-making regarding the improvement of the layout 

of the interface components. In this sense, the proposed 

tool has the advantage of generating a new image from the 

image with the original mouse trace, in which the defined 

centroids and their location with respect to the four 

defined screen zones are presented. 

The open software tools and/or libraries used and 

belonging to the Python language proved to be suitable for 

the application of clustering techniques on the mouse trace 

obtained in a usability test. Thus, the Python Tkinter 

library was used to generate the tool's graphical interface 

and to manage the events associated with its different 

components. The openCV library compatible with the 

Python language was used to obtain the points or 

coordinates that make up the mouse trace and to generate 

the new image of the mouse trace in which the centroids 

obtained in the clustering analysis were included. Finally, 

the Python library scikit-learn was used to apply the 

clustering models on the points or coordinates belonging 

to the analyzed mouse trace. 

Through the case study developed on the DFD 

tool from the analysis tool, it was possible to determine 

that the three clusters obtained have a similar number of 

instances, which is represented by a distribution of more 

than 30% for each cluster. Likewise, two of these clusters 

were classified in zone 1 of the screen (upper left), while 

the remaining cluster was classified in zone 2 of the screen 

(upper right). This led to the conclusion that the location 

of the flowchart within the DFD tool requires the user to 

make long mouse traces from the upper left side where the 

components of the diagram are located, to the center of the 

screen where the diagram is being generated. In this sense 

and in order to make the interaction with the user more 

efficient, it is necessary that the designers and developers 

of the tool place the flowchart generated by the tool on the 

left side of the screen and below the icons with the 

components of the flowchart.   

Finally, this proposal is intended to be fed back 

by including other clustering methods, such as those based 

on the DBSCAN algorithm. It is also intended to 

extrapolate this proposal to the mobile device 

environment, in order to evaluate the distribution of the 

interface components in these contexts. 
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