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ABSTRACT 

Human emotions can be expressed in many ways through facial expressions, speech, actions, and in textual form. 

Emotions play an important role in determining the human’s state and influence their lives in decision-making, behaviour 

and interaction. With the evolution of many advances in technology, researchers are able to detect the emotion of humans 

through facial expressions, speech, and text. Much advanced and efficient research work has been done in the field of 

emotion recognition through facial expression and audio, but still, there are not great works on emotion detection from text. 

Detecting emotions from text has wide applications in stock markets, business, decision-making, analyzing the view of 

people on any topic through social media conversations, tweets, blogs, and articles. Our work is focused on the detection of 

emotions from the text. We propose different approaches for detecting emotions through text. We implemented different 

approaches like the lexicon-based approach, the supervised machine learning approach with the Naïve-bayes algorithm, 

and the unsupervised machine learning approach with semantic similarities. After the consideration of the cons of all the 

approaches and the accuracies derived from our work, it is evident that the unsupervised machine learning approach with 

semantic similarities is the best approach with an accuracy of 78.5%. 

 
Keywords: emotion detection, naïve bayes, semantic similarity. 

 

1. INTRODUCTION 

NLP or Natural Language Processing is a field of 

Artificial Intelligence that enables machines to peruse, 

comprehend, and get information from the dialects used by 

humans. It is a field that centers around the association 

between information science and human language. In 

basic terms, NLP speaks to the programmed treatment of 

human languages like audio or textual information. 

Emotion detection from text is a trending topic in 

the research area. It is related to sentiment analysis. In 

sentiment analysis only the positive, negative, and neutral 

feelings from the text are detected whereas in Emotion 

detection the type of the feeling towards the topic is also 

detected i.e., emotions of the text are also recognized. 

We proposed an unsupervised machine learning 

method for the detection of emotion. We implemented 

different approaches for the detection of emotion and after 

analyzing the disadvantages and the accuracies of those 

approaches. Our work is carried out on the ISAER dataset 

to detect the 7 basic emotions joy, surprise, disgust, anger, 

fear, shame and guilt. We experimented with a lexicon 

approach, and a supervised and unsupervised machine 

learning model to detect emotions. Naïve-bayes classifier 

of text blob is used as a supervised machine learning 

model and used Gensim to create an unsupervised model 

so that it does not require any pre-labeled training data. 

Gensim provides various methods to find the semantic 

similarity between the words thus considering all the 

semantic relations between the words. By the 

consideration of semantic relation between the words it 

gives a perfect model to predict the emotions with more 

accuracy. 

 

2. RELATED WORK 
From [1] the methodology proposed by them 

involves two steps- using 40% of the data to train the 

machine, extracting features according to the appraisal 

method, creation of emotion-dominant meaning 

hierarchies, training the classifier with the pre-processed 

training data, and predicting on the test data using the 

classifier. The architecture contains a training stage and 

classification stage with the training happening at the 

server. Dominant meaning trees are prepared from the 

ISEAR dataset, that tree contains all the 7 emotions joy, 

fear, sadness, shame, guilt, anger, and disgust. The 

classifier uses this information from the tree. In the 

proposed approach, the classifier does not use the pre- 

labelled examples for the classification of text, which is tie 

taking process. It uses the data from the constructed 

dominant trees. The construction of the tree is the 

important step, the top dominant words representing an 

emotion should be identified to be included in the 

hierarchy. These words are detected based on the 

frequency of the words. For a new sentence to be 

classified, the emotion detection algorithm calculates the 

values using the dominant hierarchies and returns the 

index of the emotion with the highest value. They 

followed Cohen’s Kappa method to test the accuracy of 

the classifier. Their work proved that SVM gave better 

accuracies for the classification of emotion. 

From [3] this paper proposes a method based on 

machine learning for emotion detection using supervised 

machine learning algorithms like support vector machine. 

The emotion categories used are Anger, Disgust, Sadness, 

Joy, and Fear. There are many approaches for recognizing 

emotions but every approach has its own defects and 

advantages, so it is preferred to use hybrid methods as they 

give high accuracies. The work is not based wholly on the 

machine learning-based approach, but it is a hybrid 

method combining both a keyword-based approach and a 

learning-based approach. Key-word based approach 

includes the detection of emotion based on synonyms and 
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antonyms from the WordNet which is created manually. 

Their work is done by text processing followed by 

extraction of keywords from the dataset, checking the 

emotion of the keywords with the WordNet created (files 

of the emotion words). Each emotion has a separate file 

with all the words related to that particular emotion. In the 

learning-based approach, they extracted tweets using 

Graph API and the applied SVM algorithm on the training 

dataset. The whole work is done on the text obtained from 

converting a speech into text using Speech Recognition 

Package, then processing the text by tokenization and 

using the word Net to find the emotion-related. The output 

is shown graphically with-axis showing the five emotions 

Anger, Disgust, Sadness, Fear, Joy and the y-axis shows 

the amount of that respective emotion detected in the 

sentence. 

The future enhancement of the work is to increase 

the efficiency of the proposed system and include more 

emotions for recognition. 

From [4] this research paper focuses on the 

detection of emotions through unsupervised methods. 

There are many supervised methods, but they require large 

sets of annotated data which is hard to find. So, they 

proposed an unsupervised method that uses the semantic 

relationship between the words to detect the context of the 

words used, thus finding the emotion of the text. It does 

not require Wordnet to detect emotion, so it is more 

flexible and not dependent on a few sets of words. The 

methodology starts with preprocessing of text, extracting 

relevant affect-bearing words, and calculating the semantic 

relativity between the words. The semantic scores of the 

words are aggregated thus analyzing at the sentence level 

to detect the emotion of the sentence. They employed PMI 

for the calculation of semantic relations between the words 

which is a simple yet more powerful method than the 

previous version of LSA. Further experiments proved that 

stemming improved accuracy. This may be because the 

roots of words that belong to a specific emotion category 

get grouped together and this latent clustering enables 

more accurate frequency counts. 

They applied the model extensively on various 

datasets: ISEAR Four emotions classification, ISEAR six 

emotions classification, Alm six emotions and Amag-blog 

dataset, thus proving the effectiveness of the proposed 

model. 

The drawback of this model is the semantic 

relations are depending on the corpus of the text and we 

can overcome this by enhancing the derivation of semantic 

similarity from multiple sources. 

 

3. PROPOSED SYSTEM 

 

A. LEXICON APPROACH 
 

Creation of Emotion Word Set 

After the creation of the data frame and defining 

the emotion labels, an emotion wordset is created. Based 

on the emotion labels, the wordset is created. All the 

words of the sentences in the data set are checked with the 

representative words and the emotion-detecting words are 

stored in to the word set. This emotion wordset is used for 

further classification of lexicons. 

 

Checking for Lexicons 

The use of a dictionary of emotion-representing 

keywords is one of the primary ways to deal with emotion 

identification and it includes figuring out the emotion from 

the semantic direction of words or expressions that happen 

in a book. We require words speaking to all the feelings, 

these are made physically utilizing the feeling word set 

and the rundown of words speaking to a specific emotion 

is put away in their separate documents. By and large, this 

technique incorporates the portrayal of a considerable 

number of sentences as a lot of words. From this portrayal, 

the emotion representing words is recognized as dependent 

on the feeling word set. Mathematical functions, for 

example, sum and average are applied efficiently to make 

the last prediction with respect to the sentence’s emotion. 

Be that as it may, it doesn't think about negation. 

 

Classification Based on Lexicons 

Check for the lexicons in the dataset by checking 

for the words in all sentences and creating a list of 

sentences and words, which act as sentence vectors and 

word vectors. Create a text vector by appending all the 

words of the word vectors. A word vector contains the 

words in the sentence with all the possible emotions of it 

as the values of the words. These words and the possible 

emotions are in the form of a dictionary. The combination 

of all the word vectors of a sentence is represented as a 

sentence vector. The text vector is the combination of all 

the sentence vectors. This text vector is used to classify the 

sentences and detect the emotions based on the lexicons. 

By applying sum and average functions to the classified 

words, the accuracies are calculated for every piece of 

text. The total accuracy is calculated by averaging all the 

accuracies of all the sentences. 

 

B. SUPERVISED MACHINE LEARNINGMODEL 

 

Splitting the Dataset 
There are two stages for the working of a 

supervised machine learning model- the training stage and 

the testing stage. 

The algorithm learns from the training dataset 

which is already pre-labeled. It contains both the input and 

the output contents. The algorithm learns the rules and 

patterns from the pre-labeled data and applies it on the test 

data. The aim behind the pre-labeled training set is to feed 

the algorithm with the “ground truth” data and learn from 

it. 

The test data is used to know and test the 

algorithm and how well it has learned from the training 

data. The training data cannot be reused to test the 

algorithm as it is already aware of the output. Here is a 

simple flowchart that represents the process of training the 

algorithm and application of various functions on test and 

train data. We can use the train_test_split method of 

sklearn. preprocessing module to split the dataset or it can 

be done manually by the slicing data frame. The dividing 
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ratio has a huge impact on the accuracy of the model. 

Usually the training data size should be greater than the 

testing data size such that algorithm gets more data to learn 

from and various special cases too, thus achieving good 

accuracy. 

We have divided the dataset in the ratio 90-1 for 

good accuracy of the model. Of all the 7638 samples of 

our data set 6830 samples are given to the training set and 

the remaining 1018 samples i.e., 10% of the dataset are 

given to the testing set. 

 
 

 
 

Figure-1. Splitting the dataset. 

 

Application of Naïve Bayes Classifier 

Naïve Bayes classifier is based on Bayes 

theorem. It works on simple probabilistic analysis in 

machine learning to determine the probability of the new 

data. The application of the algorithm is based on some 

assumptions. The feature of one class is independent of 

other feature. 

The attributes of a class are independent of 

attributes of other classes. Naïve Bayes does the 

probability calculation of each attribute. This is a faster 

and more efficient method. Conditional probability is the 

probability of a class over the probability of another 

attribute. We can obtain the probability of an instance of 

the dataset, the multiplication of the conditional 

probabilities for each attribute for a given class. By the 

calculation of probabilities of the instance, the class of the 

instance is detected. The class with the highest probability 

is considered as the output. 

 

Algorithm 

P(A/B) = P(B/A) * P(A)/P(B) 

P(A) = prior probability of proposition P(B) = prior 

probability of evidence P(A/B) = posterior 

P(B/A) = likelihood 

 

 
 

Figure-2. Working of supervised machine learning. 

 

C. UNSUPERVISED MACHINE LEARNINGMODEL 

The unsupervised Machine Learning model takes 

the input data but it doesn’t have any corresponding output 

labels. In this model, there is no need to supervise the 

model. The goal of unsupervised learning is to model the 

underlying structure to learn more about the data and find 

unknown patterns in data by drawing inferences from the 

dataset. Here the machine is neither trained nor supervised 

by using training data but the algorithm acts on the 

information that is neither classified nor supervised 

without any guidance unlike the supervised algorithm 

does. They are left to their own to produce the interesting 

structure of the data. Since it doesn’t have training data so 

the model categorizes based on the patterns or similarities. 

Unsupervised is of types i.e., Clustering and Association. 

Some of the algorithms that use unsupervised learning 

model are principal component analysis, singular value 

decomposition, k-means clustering etc. 

 

 
 

Figure-3. Working of unsupervised model. 

 

Here we have divided the dataset into unlabeled 

data i.e., training and testing data in a 90:10 ratio to 

achieve good accuracy. And here we used the semantic 

similarity model in which it finds the similarity between 

two sentences using cosine similarity by using the Gensim 

package and Latent Semantic Indexing (LSI) model, here 

Genism, which is an NLP package that does topic 

modelling for humans which is used for text-processing 

and to work with word-vector models and LSI model is 

used for topic modelling. Latent Dirichlet Allocation and 

Latent Semantic Indexing (LSI) models are used for topic 

modelling. 

 

4. RESULTS ANDANALYSIS 

 

A. Data-frame - df 
The data-frame with four columns is displayed. In 

the first column the type of emotions is displayed such as 

joy, fear, anger, sadness, disgust, shame, guilt. 

In the second column the various synonyms of 

particular emotion are stored in tuple. 

In the third column the synonyms are displayed 

in the form of sentence. 

In the fourth column the synonyms of particular 

emotions are appended in the list. 

 

A large amount of 

unlabeled data 

Training the 

model 

Testing the 

model(if possible) 
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B. Labels 

The labels are the all the seven emotion of the 

ISEAR dataset. 

 

 
 

C. Prediction of Test Data 

The emotion of the given test data is displayed. 

There are various sentences with different kinds of 

emotions. The emotions of all the sentences are displayed. 

The input is given in the form of sentences with 

different kinds of emotions. The output is displayed by 

classifying the type of emotion. 

 

 
 

The accuracies of all the three approaches are: 

a) Lexicon Approach – 44.7466% 

b) Naïve Bayes Approach –62.56544% 

c) Semantic Similarity Approach –78.6368% 

 

D. Outputs 

 

 
 

5. CONCLUSIONS 

The basic emotions of joy, surprise, anger, 

disgust, shame, and guilt are detected from the data using 

the ISEAR dataset for training. The work carried out by us 

proves that lexicon-based approach and learning-based 

method are not so efficient in building a model to detect 

emotions. Each method has its own disadvantages. 

Detection of emotions using an unsupervised machine 

learning approach proved to give more accuracy and less 

errors. It gave 78% accuracy in detecting the emotion of 

sentences given. It is due to the semantic similarity used 

for detection. It does not need labelled data, so it is 

efficient to build a model suitable for all types of datasets. 
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