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ABSTRACT 

This study aimed to investigate the effect of three different combinations of features on land cover (LC) 

classification accuracy with support vector machine (SVM) and Sentinel-2 data over Riyadh city as an urban arid area. The 

three combinations included the original spectral bands, the spectral indices with spectral bands, and the selected features 

after applying recursive feature elimination (RFE). The results showed that with constant sample size, adding the spectral 

indices had a negative influence on SVM performance accuracy metrics. On the other hand, applying RFE as a feature 

selection improved the accuracy of LC by nearly 2% in the overall accuracy index and by 6% in the f1-score index. In 

addition, the feature selection approach decreased the processing time and the number of features for accurate LC 

classification by removing irrelevant and redundant features. In conclusion, the study showed the importance of applying 

feature selection with SVM for producing optimal LC classification in the selected urban arid study area. 
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1. INTRODUCTION 

Extracted information from satellite imagery for 

land cover (LC) and its changes are essential in many 

applications. This includes urban planning (Hashem & 

Balakrishnan, 2015), monitoring natural hazards and 

disasters (Che et al., 2014), desertification monitoring, 

impact assessment, and environmental studies (Talukdar & 

Pal, 2020; Nguyen & Liou, 2019).  

Adding spectral indices to improve the 

classification of LC is a common practice in remote 

sensing communities, such as in Landsat imagery data 

(Hong et al., 2019). Using too many features to improve 

LC classification requires increasing the training samples 

size (Huang et al., 2017) to overcome the curse of 

dimensionality which negatively affects the classification 

accuracy and increases processing time (Georganos et al., 

2018; Gnana et al., 2016). Feature selection is very 

important in LC classification to overcome high-

dimensional data to increase class separation and 

compensate for the limited samples used for training 

classification models (Huang et al., 2017). Moreover, 

feature selection removes the redundant variables which 

eventually helps in reducing the training data, and 

decreasing the processing time (Guyon & Elisseeff, 2003).  

According to (Chandrashekar & Sahin, 2014), 

choosing a feature selection method subject to various 

considerations such as stability and simplicity. With 

sentinel-2 imagery, wrapper methods were approved to be 

more accurate, but with a higher size of selected features 

(Kiala et al., 2019). Despite the several methods which 

were developed for selecting features, Grenitto et al. 

(Granitto et al., 2006) recommended using recursive 

feature elimination (RFE), a wrapper method, for feature 

selection due to its stability. 

Since Sentinel-2 imagery was released in 2015, it 

has been widely used in producing LC maps due to its 

high spatial resolution, and spectral wavelength which 

helped in distinguishing LC classes (Drusch et al., 2012). 

Different machine-learning classifiers were used to 

produce LC maps based on Sentinel-2 data imagery in 

different geographic areas. Support vector machine is one 

of the most common machine-learning algorithms used for 

LC classification (Shi & Yang, 2015). 

In urban arid areas, the sensitivity of the SVM 

machine learning classifier to feature selection in terms of 

LC accuracy has still not been investigated. Therefore, the 

objective of this study was to explore the effect of the 

different combinations of features on the accuracy 

performance of SVM based on Sentinel-2 data imagery 

with a stable sample size. This included exploring the 

effect of the RFE feature selection method in selecting the 

relevant features by applying it to the city of Riyadh as an 

arid urban area. This will contribute to developing an 

optimal LC classification SVM model for this study area 

with the most relevant features, cost-effective samples, 

and less processing time. 

 

2. MATERIALS AND METHODS 

 

2.1 Study Site and Data 

The study area, as shown in Figure-1 was chosen 

as part of the tile number T38RPN from sentinel-2 satellite 

imagery that covers the metropolitan city of Riyadh, the 

capital of Kingdom of Saudia Arabia, as a urban arid area. 
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The image was selected on 4 July 2022 with ID: 

L1C_T38RPN_A027817_20220704T073152. 

 

 
 

Figure-1. Study area with samples. 

 

Although Sentinel-2 has 13 bands, as shown in 

Table-1, only 10 bands were used in this study and the 60-

meter spatial resolution bands related to atmospheric and 

cloud detection were removed. 

 

Table-1. Spectral bands in Sentinel-2 data. 
 

Central 

Wavelength (nm) 
Resolution (m) Band 

443 60 b1 

490 10 b2 

560 10 b3 

665 10 b4 

705 20 b5 

740 20 b6 

783 20 b7 

842 10 b8 

865 20 b8a 

945 60 b9 

375 60 b10 

610 20 b11 

190 20 b12 

 

2.2 Data Preprocessing and Preparation 
To standardize the spatial resolution and achieve 

optimal accuracy, the 20-meter spatial resolution bands 

(Table-1) were downscaled to 10 meters using the nearest 

neighbor technique which was approved to be more 

accurate than other techniques in terms of producing LC 

classification maps (Zheng et al., 2017). After that, the 

image was cropped to the study area shapefile using QGIS 

software, version 3. 

 

2.3 Training and Testing Samples 

The selection of LC classes was based on the idea 

which confirms the inclusion of the mainland types in the 

study area concerning previous studies (Alqurashi et al., 

2016; Rahman & Planning, 2016). In this study, the urban 

class has been divided into three categories: roads, 

industrial, and buildings where spectral differences are 

unique. Figure-2 shows the classes with their training and 

testing samples number. 

 

 
 

Figure-2. Land cover classes with their training and 

testing numbers. 

 

The stratified random sampling method was used 

to collect training and testing samples. All samples were 

collected based on a single pixel as a classification unit 

taking into consideration the effect of spatial 

autocorrelation. Choosing samples was based on visual 

interpretation of the high spatial resolution Google Earth 

maps with intensive fieldwork for validation. The number 

of training samples was determined to be in the range of 

10–30 times the number of bands used for classification 

(Li et al., 2014). The test samples were 30% of the total 

samples and independent of the training samples. 

 

2.4 Classification Process and Evaluation 

To investigate the effect of the different 

combinations of features on LC classification accuracy 

performance in this study area, we compared the 

performance of SVM with three different combinations of 

features. The first combination consisted of the original 

ten spectral bands already mentioned in Table-1. The 

second combination used the same features of the first 

combination in addition to five common spectral indices, 

namely: the normalized difference vegetation index 

(NDVI), the normalized difference built-up index (NDBI), 

the modified normalized difference water index 

(MNDWI), the bare soil index (BSI), and the soil adjusted 

vegetation index (SAVI). These spectral indices are 

commonly used as ancillary features to improve LC 
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accuracy. The third combination represents the selected 

features that achieved the best performance accuracy 

metrics after applying RFE as a feature selection 

technique.  

In each combination, the accuracy performance 

of SVM during the model training process was validated 

using a 10-fold cross-validation technique to avoid bias in 

results and conclusions. In this technique, the data set is 

divided into 10 subsets. Next, a model is trained using a 

subset formed by combining these nine subsets and tested 

using the remaining subset. This is done 10 times each 

using a different subset as a test set and calculating the test 

set error. 

The SVM evaluation for all feature combinations 

was based on the performance metrics represented by the 

overall accuracy (OA), the user’s (UA), and the producer’s 

(PA) accuracies which were calculated from the confusion 

matrix. In addition, the f1-score was calculated as a 

balance accuracy measurement (Richard et al., 2017) and 

used in this study as the main index for comparing the 

models. 

The last step of the evaluation was the 

computational time analysis which included comparing the 

processing time for the three combinations with their 

different number of features. The average of 10 running 

times was used in this study for the processing time of the 

model during training and when the models were used to 

predict the whole image of the study area. All analyses 

were carried out using R programming language (version 

3.6.1). We used a laptop with Intel® CoreTM i7-7700HQ 

CPU @ 2.80GHz × 8 and 32 GiB memory in Ubuntu 

20.04.5 LTS operating system. 

 

3. RESULTS 

 

3.1 Accuracy Assessment 
 

3.1.1 SVM Performance with spectral bands 

Table-2 shows the confusion matrix when the 

classification model used only the tenth spectral band. The 

OA of the model was 83.08 %. Generally speaking, the 

most misclassification appeared between vegetation and 

built-up classes on one hand and between industrial and 

bare classes on the other hand. 

 

Table-2. Confusion matrix of the SVM model_1. 
 

  Predicted values  

 Classes Vegetation Roads 
Bare 

land 

Built-

up 
Industrial Water Total 

Actual 

values 

Vegetation 102 2 2 32 0 0 138 

Roads 0 134 0 10 0 0 144 

Bare land 0 0 138 0 4 0 142 

Built-up 2 2 4 156 0 0 164 

Industrial 0 0 30 4 126 0 160 

Water 4 6 0 32 0 2 44 

Total 108 144 174 234 130 2 792 

 Overall accuracy 83.08% 

 

In this model and as shown in FIGURE-3, the 

PA, and UA vary in values among the classes. The PA for 

the bare land class was the maximum at 97.2%, while the 

water class had the minimum value at 4.5 percent. 

Regarding the UA, the water and built-up classes were the 

highest and lowest values with 100 and 66.7 respectively. 

  

 
 

Figure-3. The user’s (UA) and producer (PA) accuracies 

in SVM model_1. 
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In this model, as shown in Figure-4, the f1-score 

has different values among the sex classes. The roads class 

got the highest score with 93.06 %, while the water class 

got the lowest accuracy value with 8.7 %. 

 

 

 

 

 

 

 

  
 

Figure-4. F1-score accuracy in SVM model_1. 

 

3.1.2 SVM Performance with spectral bands and 

spectral indices 

Table-3 shows the confusion matrix when the 

classification model used the tenth spectral band with the 

five spectral indices. The OA of this model decreased by 

0.76 % compared to the previous model. 

 

Table-3. Confusion matrix of the SVM model_2. 
 

  Predicted values  

 Classes Vegetation Roads 
Bare 

land 

Built-

up 
Industrial Water Total 

 

Actual 

values 

Vegetation 94 2 2 40 0 0 138 

Roads 2 132 0 10 0 0 144 

Bare land 0 0 138 0 4 0 142 

Built-up 2 2 2 158 0 0 164 

Industrial 0 0 34 0 126 0 160 

Water 6 10 0 24 0 4 44 

 Total 104 146 176 232 130 4 792 

 Overall accuracy 82.32 % 

 

This per-class decrease in accuracy is shown in 

Figure-5 where it is very clear that the decrease occurred 

in vegetation, and roads in 8 and 2 instances respectively. 

The bare and industrial classes did not experience any 

change and were constant in both models. On the other 

hand, there was a relative increase in the accuracy of the 

built-up and water classes by 2 instances for both of the 

two classes respectively. 

 

 
 

Figure-5. Comparison of correctly classified instances in 

the SVM model_2. 

 

As shown in fig Figure-6, the PA and UA 

accuracy in this model are variated. The highest and 

lowest PA values were registered for the bare land and 

water classes by 97.2 and 9.1 percent respectively, while 
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the highest and lowest UA values were registered for 

water and industrial classes by 100 and 96.9 percent 

respectively.  

 

 
 

Figure-6. The user’s (UA) and producer (PA) accuracies 

in SVM model_2. 

 

In this model, as shown in Figure-7, the f1-score 

has different values among the sex classes. The road class 

got the highest score of 91.03 %, while the water class got 

the lowest accuracy value of 16.67 %. 

 

 
 

Figure-7. F1-score accuracy in SVM model_2. 

 

3.1.3 SVM Performance with RFE feature selection 

method 

The confusion matrix after applying the RFE to 

subset the feature with the best accuracy is shown in 

TABLE-4 Confusion matrix of the SVM model_3. The 

best accuracy derived from this model was 85.35 % using 

only eight features: six spectral bands: b2, b3, b6, b8, b8A, 

and b12 with two spectral indices: MNDWI and BSI. 

Comparing this model with the previous two models: 

model_2 and model_1, the OA accuracy in this model 

increased by 3.03%, and 2.27 % respectively. 

 

Table-4. Confusion matrix of the SVM model_3. 
 

  Predicted values  

 Classes Vegetation Roads 
Bare 

land 
Built-up Industrial Water Total 

Actual 

values 

Vegetation 88 38 2 8 0 2 138 

Roads 4 134 0 6 0 0 144 

Bare land 0 0 136 0 6 0 142 

Built-up 4 6 0 154 0 0 164 

Industrial 0 0 8 0 152 0 160 

Water 2 14 0 16 0 12 44 

 Total 98 192 146 184 158 14 792 

Overall accuracy 85.35 % 

 

The majority of accuracy improvement was in 

both industrial and water classes where the number of the 

correct instances increased by 26 and 8 respectively in 

comparison with the same classes in the previous model_2 

as shown in Figure-8. 

 

 
 

Figure-8. Comparison of correctly classified instances in 

SVM models. 
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In this model, as shown in Figure-9, the PA 

ranged between 27.3 % for the water class and 95.8 % for 

the bare land class. In terms of the UA, the water class 

ranked the best with 96.2 %, while the road class ranked 

the lowest with 69.8 %. 

 

 
 

Figure-9. The user’s (UA) and producer’s (PA) accuracies in SVM model_3. 

 

In this model, as shown in Figure-10, the f1-score 

has different values among the sex classes. The industrial 

class got the highest score 95.6 %, while the water class 

got the lowest accuracy value 41.38 %. 

 

 
 

Figure-10. F1-score accuracy in SVM model_3. 

 

From the previous three combinations in the 

SVM model, the per-class accuracy instances were 

different from one model to another. By referring to 

Figure-8, model_1 achieved a higher number of the correct 

vegetation class instances by 102 out of 138. Model_2 

gained the best number of correctly classified instances for 

built-up by 158 instances out of 164, while model_3 

achieved the best results for industrial and water classes by 

152 and 12 instances out of 160 and 44 for each class 

respectively. 

For the class of the road, the correct number of 

instances was equally achieved by 134 instances in 

model_1 and model_3. In the bare-land class, Model_1 

and model_2 got equally the best number of correctly 

classified instances 138 out of 142. The worst performance 

in the number of correctly classified instances was 

documented for the water class where only 2, 4, and 12 

instances were achieved by model_1, model_2, and 

model_3 respectively. 

In terms of the OA, average PA, UA, and f1-score 

as shown in Figure-11, model_3 achieved the best score 

with 85.35 %, 78.15 %, and 79.15 % for OA, average PA, 

and f_1 respectively. Most of the accuracy metrics were 

decreased in model_2 after adding the spectral indices to 

the spectral bands. On the other hand, in model_3, there 

was a noticeable increase in the accuracy of all these 

metrics after applying the RFE feature selection technique. 

In conclusion, model_3 represents the best choice 

achieved by the SVM classifier according to the accuracy 

metrics. 
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Figure-11. Average accuracy indicators for the three SVM models. 

 

3.2 Computation Time 

In this study, as shown in FIGURE-12, the 

processing time consumed for the three combinations of 

features was variated. In combination 1, training and 

prediction processing time were 2.21 and 2.17 minutes 

respectively. These values were increased in combination 

2 to reach 2.57 and 2.51 minutes for both of training and 

prediction processing time respectively. In combination 3, 

training and prediction processing time were 2.08 and 1.97 

minutes respectively. 

 

 
 

Figure-12. Average processing time with features number in the three models. 

 

Processing time in the three combinations was 

affected by the number of features used, where less 

processing time was associated with the lowest number of 

features (combination 3) and vice versa. 

 

4. DISCUSSIONS 

In this study, after adding the spectral indices in 

model_2, there was a decrease in OA and too little 

improvement in f1-score accuracy performance. These 

findings are different from various studies [5], [27], [28] 

which proved the efficiency of the spectral indices in 

improving the LULC classification. These contradictory 

results can be attributed to the cursor of 

multidimensionality. The number of training samples in 

this study was constant in the three combinations and 

limited to 15 times the total number of features, thus 

adding the new spectral indices in model_2 increased the 

predictive features without increasing the training samples 

leading to the appearance of the cursor of dimensionality 

through the decrease in performance accuracy metrics and 

increasing the processing time (Löw et al., 2013). 

According to (Huang et al., 2017), increasing the number 

of features should be associated with increasing the 

training samples to avoid the effect of the cursor of 

dimensionality.  

Applying RFE in this study showed decreasing 

the predictive variables and reduced the processing time as 

shown in model_3. In addition, an improvement in OA 

and f1-score accuracy performance was documented. The 

application of feature selection for improving LC 
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classification in this study was aligned with results from 

other studies. (Stromann et al., 2019) showed that applying 

feature selection improved LC classification in two urban 

areas. In an urban area, (Doğan & Uysal, 2018) showed 

that all the feature selection methods were effective in 

improving the LULC classification with different 

percentages.  

The feature selection techniques help in 

dimensionality reduction and speeding the process. This 

finally removes the redundant and irrelevant data which 

indirectly improves the accuracy (Löw et al., 2013). In this 

study, RFE decreased the predictive features to nearly half 

in most cases and also decreased both training and 

prediction processing time with all the classifiers. 

In terms of the processing time, findings in this 

study refer in general that the processing time showed an 

increasing trend when models only used the spectral bands 

(model_1) in comparison with the combination of the 

spectral bands and indices(model_2). In addition, a 

decreased trend in computation time after applying RFE 

(model_3) in comparison with model_2. Furthermore, the 

classifier’s training processing time was lower than the 

processing time during the classifier’s prediction. These 

results are in agreement with the study conducted by 

(Ramezan et al., 2021) and (Rumora et al., 2020) which 

showed that the trend in speed is attributed to the number 

of features and the amount of sample size during the 

training and prediction process of the classifier. 

 

5. CONCLUSIONS 
In this study, the SVM accuracy performance 

analysis was investigated using three different 

combinations of features including the original spectral 

bands of Sentinel-2 data, the original bands with five 

common spectral indices, and the features resulting from 

the two combinations after applying the RFE method. The 

accuracy performance metrics were compared in the three 

combinations using the same sample size. 

The results showed that improving LC accuracy 

by adding the spectral indices is not effective in 

comparison with using only the original spectral bands 

with the same sample size where the OA accuracy was 

decreased from 83.08% to 82.32 % and the average f1-

score was slightly improved by only 0.26%. in addition, 

the training and prediction processing time was increased 

by 0.36 and 0.34 minutes respectively. 

In contrast, applying RFE in combination 3 was 

so effective in improving LC accuracy and processing 

time where the OA was improved by 2.27% and 3.03% in 

comparison with combination 2 and combination 1 

respectively. In addition, the average f1-score in this 

combination was increased by 5.9% and 6.16% in 

comparison with the same accuracy performance metrics 

in combination 2 and combination 1 respectively. 

Furthermore, only 8 features were used for this 

improvement in comparison with 15 and 10 features in 

combination 2 and combination 1. Consequently, the 

training and prediction processing time was decreased in 

this combination by 0.49 and 0.54 minutes in comparison 

with the time consumed in combination 2 and by 0.13 and 

0.2 minutes in comparison with the time consumed in 

combination 1. 

For generalization and improving the accuracy of 

LC in urban arid areas, the other classifiers with different 

feature selection methods can be investigated and 

compared in the context of optimization of the LC 

classification process and hardware resources 

requirements. 
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