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ABSTRACT 

A vast quantity of information about vehicular traffic is logged into the monitoring system that monitors traffic 
each second. It takes a lot of work to manually monitor this data, and it also necessitates hiring staff who are just 
responsible for monitoring. Deep learning, also known as convolutional neural networks, is a methodology that has the 
potential to be used for the purpose of controlling and monitoring traffic. After going through some preliminary processing, 
the data from the various traffic monitoring systems are included in the training Traffic-Net dataset. Therefore, this work 
implemented the deep learning convolutional neural network (DLCNN) for analysing road images, which can detect the 
accident, a fire occurred, normal, and dense traffic classes.  Initially, the TrafficNet dataset is divided into eighty percent 
for training and twenty percent for testing. After that, a dataset preparation procedure is carried out to standardise the 
complete dataset. During the procedure of image pre-processing, all the pictures are scaled down to the same dimensions. 
In addition, DLCNN is used for the prediction of traffic status. The simulation results showed that the proposed DLCNN 
resulted in superior traffic analysis performance measurement as compared to other methods.  
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1. INTRODUCTION 

The pace of urbanisation has speeded up, which 
has resulted in a major rise in the amount of traffic in 
urban areas. A similar situation has also emerged on 
motorways that are linked to metropolitan regions [1]. 
Real-time monitoring of traffic on motorways might offer 
vehicles with advanced traffic information, allowing them 
to choose other routes to escape excessive congestion. In 
addition, comprehensive records of traffic monitoring over 
extended periods of time will be useful in the process [2] 
of formulating effective transportation plans and strategies 
for both urban and suburban locations. At the current 
moment, the most popular techniques that are used for the 
goal of monitoring traffic information are closed circuit 
television (CCTV) or detecting devices [3]. Dedicated 
short range communication (DSRC), image detectors, and 
radar detectors, loop detectors are the components that 
make up the detecting equipment. Most of the time, 
closed-circuit video cameras are installed in fixed places, 
and as a result, they are able to maintain a vigilant eye on 
the region around the highway at all hours of the day and 
night. Since CCTV [4] can only monitor specific areas, a 
significant number of CCTV circuits are necessary in 
order to monitor a diverse network of roads and 
motorways. Nevertheless, there is a significant cost 
connected with the installation as well as the continuous 
maintenance of the many CCTV connections [5]. Because 
security cameras record highways from an off-angle 
viewpoint, it is also difficult to automatically identify 
autos in CCTV video due to the overlap that occurs 
between individual vehicles. This is a challenge due to the 
fact that surveillance cameras often record motorways [6]. 

Recently, video collection approaches that make 
use of unmanned aerial vehicles (UAVs) have been 

deployed to overcome the restrictions that are associated 
with gathering information about traffic via the use of 
CCTV [7]. In contrast to CCTV, UAVs can monitor an 
expansive region of roadways by varying their height or 
altering their position. Additionally, UAVs are directed to 
a particular spot to keep an eye on unforeseen events, such 
as car accidents [8]. In addition, since a UAV looks at the 
motorways in a direction that is perpendicular to them, the 
automobiles in the films that are filmed do not overlap. 
However, people are now responsible for monitoring the 
footage captured by any installed CCTV or remotely 
controlled UAVs. As a result, growth in the number of 
CCTV circuits and UAVs necessitates the employment of 
more human resources [9]. In addition, we are unable to 
eliminate the possibility of human mistakes, and it is very 
challenging to analyse real-time recordings to accurately 
monitor traffic information. 

Rest of the article is organized as follows: 
Section 2 contains the detailed analysis of existing 
surveys. Section 3 provided the details of the proposed 
method. Section 4 contains the details of the results, 
followed by a comparison. Finally, section 5 concludes the 
article. 
 
2. LITERATURE SURVEY 

Deep learning is an area of machine learning that 
attempts to simulate the way in which people naturally 
learn by observing the behaviours of others and modelling 
their own behaviour after what they've observed. Because 
of this, the conclusions produced by deep learning are 
more trustworthy [10]. Deep learning is a type of machine 
learning that involves providing training to a computer 
framework for it to be able to directly categorise tasks 
based on the documents that are available to it in the form 
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of text, images, or sounds. This type of machine learning 
is also known as "supervised learning." The convolution 
neural network is one of the most prevalent types of 
DLCNN, and it is used for a broad variety of different 
problems [11]. This network offers an automated approach 
for feature extraction in contrast to the machine learning 
methodology, which extracts the features manually by 
learning the features directly from the photos or the text. 
In comparison, the machine learning methodology extracts 
the features manually. These characteristics may be 
gleaned immediately either from the photos or from the 
text.  Deep learning, also known as DLCNN [12], is a kind 
of machine learning that, in most cases; uses the neural 
network in order to carry out correct categorization. This 
paves the way for deep learning neural networks to have 
an accuracy that is not only on par with the most recent 
advancements in the field but also significantly 
outperforms the work done by people [13]. As a result, the 
reason for doing this research is to conduct a survey on the 
deep learning neural network designs that are employed in 
a range of applications for the goal of having a correct 
classification along with automated feature extraction. 
The flow of traffic exhibits varied intensities of temporal 
patterns, including those that are short-term [14] (daily and 
weekly) and those that are long-term (annual and multi-
annual) (monthly and yearly). The vast bulk of the 
research that has been done so far on attempting to 
anticipate the flow of road traffic has focused on short-
term trends. There has been a limited amount of 
investigation on the influence that a variety of long-term 
trends have on the ability to forecast road traffic flow [15]. 
It's likely that employing a variety of temporal data 
segments, in addition to giving additional information 
about the temporal context, can lead to improved 
prediction results. This is a point that should be kept in 
mind. In this research, we studied various magnitudes of 
temporal patterns, such as short-term and long-term, via 
the use of diverse temporal data segments to understand 
how contextual temporal data might enhance prediction 
[16]. These magnitudes include short-term, medium-term, 
and long-term patterns. Patterns of these magnitudes are 
broken down into three categories: short-term, medium-
term, and long-term. In addition, in order to make the 
process of dynamically learning temporal patterns easier, 
we have designed a one-of-a-kind online framework for 
dynamic temporal context neural networks [17]. A wide 
range of temporal data segments are used as input 
characteristics and are used by the framework. During the 
process of online education, the updating scheme makes a 
real-time assessment of how useful a particular segment of 
temporal data (including both short-term and long-term 
temporal patterns) is for prediction. It then assigns an 
appropriate weight to the segment so that it can be 
incorporated into the regression model [18]. Because of 
this, the framework is in a position to include not just 
essential short-term patterns but also key long-term 
patterns in the regression model, which eventually leads to 
improved prediction outcomes [19]. We conducted a full 
experimental assessment utilising an actual dataset that 

had daily, weekly, monthly, and yearly data segments. The 
study comprised all of these types of data. According to 
the results of the study, both short-term and long-term 
temporal patterns contributed to an improvement in the 
level of accuracy of the predictions made [20]. In addition 
to this, the outputs of prediction were 10.8% more 
accurate when compared with a deep gated recurrent unit 
model, and this is all because of the online dynamical 
framework that was constructed. 

For the intelligent transportation system's (ITS) 
route guidance to be effective in halting the growth of 
traffic jams, it is necessary to identify regions that 
experience high volumes of vehicular traffic. Even though 
the surveillance system has been utilised on the highway 
for years [21], it is difficult to automatically detect and 
report traffic congestion in intricate transportation scenes 
due to the many different types of lighting, weather, and 
other disturbances. This is the case even though the system 
has been used. The detection process that depends on the 
human eye is time-consuming and difficult since the 
accuracy of machine detection is not high enough to meet 
the standards of practical applications [22]. DLCNN 
models were used in this research to construct an unique 
classifier that produces four TrafficNet based on two 
championships of ILSVRC, including AlexNet and 
VGGNet (CNN) [23]. In both AlexNet and VGGNet, the 
design of the CNN is followed by the implementation of a 
support vector machine, commonly known as an SVM. 
This is done rather than utilising layers that are totally 
coupled to one another [24]. With the assistance of this 
new framework, lessons and tests is conducted using 
photographs that include congestion as well as those that 
do not feature congestion. The current traffic surveillance 
footage is used to extract an image database that contains 
more than 30,000 photographs, and then associated labels 
are added manually [25]. Using video from previously 
collected traffic surveillance, an image database was 
developed. These TrafficNet are trained and assessed by 
utilising the database, and their detection accuracy as well 
as the amount of time it takes to train are compared. The 
findings of the experiments show that the accuracy of the 
suggested method could reach up to 90%, which is a 
significant improvement over the traditional method, 
which is based on feature extraction but does not use deep 
learning. The conventional method is able to achieve a 
90% accuracy rate.  
 
3. PROPOSED SYSTEM 

Each second, a vast quantity of information about 
vehicular traffic is logged into the monitoring system that 
monitors traffic. In addition to being a time-consuming 
process, monitoring this data with a human eye also 
requires the hiring of staff members whose only 
responsibility is to perform monitoring duties. It's possible 
that the technique of deep learning, which is also referred 
to as a DLCNN, will be used for the monitoring and 
control of traffic. The training dataset is built using the 
data from the traffic surveillance systems after they have 
been pre-processed.  
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Figure-1. Proposed Method. 
 

The network is then retrained using a self-
established data set after being sent to the traffic 
applications where it is used in the construction of the 
Traffic net. This Traffic net has the potential to be used in 
large-scale applications for regional detection. In addition 
to this, its use is not limited to any one sector. The 
efficiency is impressively exhibited by the speed of 
discovery in the high accuracy presented in the case study. 
It is possible that the preliminary analysis will result in an 
efficient implementation of the system into a traffic 
monitoring system and may in the future have potential 
enrichment for intelligent transportation systems. 

The suggested process is shown as a block 
diagram in Figure-1. At first, the TrafficNet dataset is 
divided into eighty percent for training and twenty percent 
for testing. After that, a dataset preparation procedure is 
carried out in order to standardise the complete dataset. 
During the procedure of image preprocessing, all of the 
pictures are scaled down to the same dimensions. In 
addition, DLCNN is used for the prediction of traffic 
status, such as high traffic, low traffic, accidents, and fires 
that have happened based on the test sample. The purpose 
of the performance assessment is to demonstrate the 
superiority of the suggested approach. 
 
3.1 Traffic Condition Dataset 

The disparate classifications that make up the 
input dataset are culled from the World Wide Web. The 
evaluation of the output class is written next to the dataset 
that was collected. In order to facilitate training and ensure 
the reliability of the system, 900 photographs have been 
taken and are now being kept in each of the following four 
folders: scarce traffic, crowded traffic, fire, and accidents. 
The name of the folder stands in for the class value when 
the output is categorised. 
 
3.2 Image Pre-Processing 

The term "digital image processing" refers to the 
practice of applying certain image processing procedures 
to digital photographs via the use of specific computer 
algorithms. Analogue image processing is superior to its 
digital equivalent, digital image processing, in a number of 
respects, including the fact that digital image processing is 

a subset of digital signal processing. It makes it possible to 
apply a considerably greater range of algorithms to the 
data that is being entered. The goal of digital image 
processing is to make the image data (features) better by 
eliminating undesired distortions and/or increasing certain 
important picture characteristics. This is accomplished via 
a combination of the two. Because of this, our artificial 
intelligence and computer vision models will be able to 
make greater use of the upgraded data that they are 
working with. It is necessary for the size of our 
photographs to match to the size of the network's input in 
order to successfully train a network and afterwards make 
predictions based on newly collected data. In the case that 
we need to adjust the size of the images to make them 
compatible with the network, we may either rescale or 
crop the data in order to acquire the necessary size. This 
will depend on which option will provide the best results. 

We can effectively increase the overall amount of 
training data by using the technique of randomised 
augmentation to the data. A further benefit of 
augmentation is that it enables networks to be trained to be 
invariant to aberrations in the data that they receive from 
images. For instance, to make a network insensitive to the 
presence of rotation in input photographs, we might rotate 
such pictures in a random fashion before feeding them into 
the network. This would make the network less sensitive 
to the presence of rotation. An enhanced Image Datastore 
provides an easy way to apply a limited number of 
augmentations to two-dimensional photos, which is used 
for the purpose of resolving classification challenges. 
 
3.3 Proposed DLCNN 

DLCNN are increasingly being used in the 
process of determining traffic conditions. The DLCNN is a 
type of artificial neural network that is designed to 
simulate the human brain by employing learnable 
parameters to stand in for the connections that are made by 
neurons. The structure of biological neural networks is 
used as a model for the construction of DLCNN as shown 
in Figure-2. A convolutional neural network is the name of 
one of the most common types of structures that can be 
found in DLCNN. The feed forward neural network 
category includes this structure as a subset. The 
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achievements of the deep learning network model 
provided more support for the relevance of the DLCNN 
model. Since then, DLCNN has seen significant 
advancements and has found extensive use in a wide range 
of situations, including financial supervision, text and 

speech recognition, smart home, medical diagnostics, and 
other fields. Table-1 shows the different layers of 
DLCNN, which contain the SoftMax, convolution, ReLU, 
and MaxPooling layers. 

 

 
 

Figure-2. Proposed DLCNN. 
 

Table-1. Layers description. 
 

Layer Names No. of filters Kernel size Feature size 

Conv 2D +ReLU 32 3 x 3 62x62x32 

Max pooling 2D - 3 x 3 31x31x32 

Conv 2D+ReLU 32 3 x 3 29x29x32 

Max pooling 2D - 3 x 3 14x14x32 

Flatten - 1x6272 1x6272 

Dense +ReLU 
 

1 x 256 1 x 256 

Dense + SoftMax 
 

1 x 4 1 x 4 

 
In most cases, DLCNN are made up of three 

distinct components. Convolutional layer, used for 
separating out features. Feature selection is the primary 
use of the convergence layer, which is often referred to as 
the pooling layer. By lowering the total number of 
features, the number of parameters is brought down. The 
attributes are summarised and output by the entire 
connection layer, which is responsible for this function. 
One component of a convolution layer is a convolution 
process, while the other component is a nonlinear 
activation function called ReLU. The standard framework 
of a DLCNN model for crop Figure-2 illustrates the 
process of traffic condition identification. 

The image on the left is known as the input layer, 
and the computer reads this picture as the data that goes 
into a number of different matrices. The next layer is the 
convolution layer, which employs ReLU as its activation 
function. This layer comes after the previous one. Within 
the pooling layer, there is not an activation function that 
can be found. The combination of the convolution and 
pooling layers is built in several different ways. There are 
various possibilities. When developing the model, the 
possible combinations of convolution layers and 
convolution layers, as well as convolution layers and pool 
layers, are extremely freely combined and are not 
restricted in any way. On the other hand, the most frequent 
form of DLCNN is a mix of numerous layers of 
convolution and pooling. In the end, but certainly not 
least, there is a full connection layer that functions as a 

classifier and transfers the recently learned feature 
representation to the sample label space. 

The DLCNN is mostly effective in solving the 
two challenges. The issue that arises from their being an 
excessive amount of parameters. It is presumed that the 
size of the picture being submitted is 50 by 50 pixels on a 
3-pixel border. When placed in a feedforward network that 
has all of its links established, there are 7500 connections 
to the hidden layer that are entirely separate from one 
another. In addition to this, every link has its very own 
one-of-a-kind weight parameter that relates to it. When 
more layers are added to the model, the size of the 
parameters likewise increases dramatically. This is 
because each parameter represents a layer in the model. 
On the one hand, it is quite probable that it will result in 
the problem of over-fitting happening more often. On the 
other hand, the neural network is too intricate, which will 
have a large and detrimental influence on the efficiency of 
the training. Sharing parameters in DLCNN is a procedure 
that enables the exact same parameters to be used in many 
functions of a model. In addition, each individual element 
that makes up the convolutional kernel will perform its 
operations on a specific position inside each local input. 
The neural network just has to learn a collection of 
parameters; it is not necessary for it to maximise its 
learning for each individual parameter of each location. 

Consistency of the image Picture stability is a 
local invariant characteristic that shows that the natural 
image will not be altered regardless of whether the image 
size is scaled, translated, or rotated. This property is 
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referred to as image invariance. This is because image 
stability is the property that is locally invariant. In deep 
learning, improving the data is often required to increase 
performance, and fully linked feedforward neural 
networks are notoriously difficult to train in order to 
guarantee that a picture will keep its local invariance over 
time. The convolution process, which is part of a DLCNN, 
is used to tackle this issue. Finally, the SoftMax classifier 
identifies the different classes in the dataset. 
 
4. RESULTS AND DISCUSSIONS 

This section gives a detailed analysis of 
simulation results implemented using “python 
environment”. Further, the performance of the proposed 
method is compared with existing methods using the same 
dataset. The disparate classifications that make up the 
input dataset are culled from the World Wide Web. The 
evaluation of the output class is written next to the dataset 
that was collected. To facilitate training and ensure the 
reliability of the system, 900 photographs have been taken 
and are now being kept in each of the following four 
folders: scarce traffic, crowded traffic, fire, and accidents. 
The name of the folder stands in for the class value when 
the output is categorised.  

Totally, the dataset contains 3600 images, where 
80% were used for training and 20% were used for testing. 
Figure-3 shows the different layers of the proposed 
DLCNN model, where different layers were presented. 
Each layer is responsible for filtering photographs of 
varied dimensions, such as 62 × 62, 31 x 31, and so on. 
Figure-4 shows the classified outcomes for various test 
images. Here, the DLCNN classifier predicted low traffic 
in Figure-4(a), classifier predicted heavy traffic in Figure-
4(b), classifier predicted accidents that occurred in Figure-
4(c), classifier predicted fire accidents in Figure-4(d). 
 

 
 

Figure-3. Layers of DLCNN model. 
 

 
                      (a)                                           (b) 
 

 
                      (c)                           (d) 
 

Figure-4. Predicted outcomes, (a) Classifier predicted as 
low traffic, (b) Classifier predicted as heavy traffic, (c) 
Classifier predicted as accident occurred, (d) Classifier 

predicted as fire accident. 
 

Table-2 compares the performance of the 
proposed method with existing methods. Here, the 
Proposed CNN resulted in superior accuracy as compared 
to the existing Naïve bayes (NB) [17] and support vector 
machine (SVM) [19]. 
 

Table-2. Performance comparison. 
 

Method 
NB 

[17] 

SVM 

[19] 

Proposed 

CNN 

Accuracy 
values 

89.5 90 99.3 

 

 
 

Figure-5. Accuracy and loss graph. 
 

Figure-5 shows the accuracy and loss graph for 
various iterations. The line depicting loss in the graph is 
coloured red, whereas the line representing accuracy is 
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coloured green. The number of iterations, also known as 
EPOCH, is shown along the x-axis, while the y-axis 
represents accuracy or loss. The graph on the right shows 
that with each iteration of the DLCNN model, the 
accuracy becomes higher, and the loss and error rates get 
lower. This indicates that the DLCNN model is becoming 
better with each iteration.  
 
5. CONCLUSIONS 

The convolution neural network is a system that 
eliminates the requirement for human intervention in the 
process of evaluating the level of traffic congestion on 
highways. It is anticipated that this will make it possible 
for deep learning to be used in a range of various roles that 
are more realistic. The proposed DLCNN will be put 
through its paces in terms of training and validation, and it 
will be analysed as a multiclass issue. Finally, this work 
implemented the DLCNN for analysing the road images, 
which can detect the accident, a fire occurred, normal, and 
dense traffic classes. The simulation results show that the 
proposed model improved performance over conventional 
methods. Analysing films of traffic in real time will allow 
the present traffic circumstances to be assessed, which is 
one possible step toward improving the situation. Using a 
video splitting methodology that locates each frame and 
shows the current traffic conditions is one possible method 
for accomplishing this goal. Real-time traffic identification 
on video is now a highly relevant academic issue, 
particularly for emerging nations such as India. 
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