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ABSTRACT

An overview of the concept of machine learning and processes (Machine Learning and Operation, MLOps), which is a set of techniques for implementation and automatic continuous integration, as well as delivery to the production environment and model training, is made. The concept of MLOps was considered in terms of Kubeflow tools - a cloud-native open-source system running on the Kubernetes platform. The possibility of using modern MLOps solutions to improve the development processes of machine learning information systems has been studied. The results of the operation of the model in the Kubeflow arsenal have been checked using such improvement factors as speed of development, implementation of changes, reduction of time to search for problems, recovery after global interruptions, and decrease of the number of errors in the model. For practical analysis, a publicly available model was deployed in a Kubeflow cluster using the Seldon Core Serving application manifest. The conducted research showed that Kubeflow consists of a set of various open-source components that have a high level of integration with each other through the Kubernetes platform. At the same time, Kubeflow uses the Kubernetes pattern of operators for machine-learning objects extremely effectively.
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1. INTRODUCTION

Data science, data analytics, and machine learning (ML) at the current stage of information technology development are becoming one of the main tools for solving complex applied problems in various fields of activity. ML is one of the methods of functioning of artificial intelligence, namely, the practical implementation of its capabilities by creating algorithms for identifying regularities during the analysis of big data, and their further use for self-learning [1-3]. In general, both fields are concerned with the use of computational and mathematical approaches to improve decision making. Rapid progress in various areas of ML research (such as computer vision, natural language understanding, and AI recommender systems). Therefore, many companies are investing in their data processing teams and ML capabilities to develop predictive models that can deliver business value to their users.

Various processes and technologies are used to develop, test, and maintain the infrastructure of a big data system.

Factors such as:

- access to large data sets;
- low price of computing resources;
- ready-made services based on cloud technologies;
- Rapid advances in artificial intelligence fields such as computer vision, natural language understanding, and recommender systems.

However, there are many additional complexities involved in ML development, which is why many ML systems fail in the early stages of development and do not reach the product environment.

To solve these problems, the concept of a joint approach to the processes of machine learning and operation (Machine Learning and Operation, MLOps) is used, which is a set of techniques for implementation and automatic continuous integration, as well as delivery to the product environment and model training. MLOps is a ML engineering culture and practice aimed at unifying ML system development (Dev) and their operation (Ops). An MLOps practice means you advocate for automation and monitoring at all stages of building an ML system, including integration, testing, release, deployment, and infrastructure management.

Data scientists can implement and train an ML model with predictive performance on an offline captured dataset with appropriate training data for their use case. However, the real challenge is not building an ML model, but building an integrated ML system and running it continuously in production. With a long history of production ML services, Google has discovered that there can be many pitfalls when operating ML-based systems in production. Some of these pitfalls are summarized in Machine Learning: The High Interest Credit Card of Technical Debt [4].

Therefore, software developers increasingly prefer the concept of containerization. Google is one of the few that needs to manage the deployment and development of a large number of service components on hundreds of thousands of servers. At the heart of the
concept of containerization and microservices was the development of an open source distributed container management system called Kubernetes. The latter can not only maintain complete independence of programs, but also improve the use of hardware resources, so it is widely used by most institutions.

Thus, it is advisable to consider the MLOps concept in terms of Kubeflow tools - a cloud native system with open source code running on the Kubernetes platform. The Kubeflow project is dedicated to simplifying the deployment of the workflow of ML systems in Kubernetes. The goal of the latter is not to duplicate other services but to provide an easy way to deploy the best open source systems for ML across different infrastructures, be it private production servers or public cloud solutions. That is, where Kubernetes runs, Kubeflow can run, making it flexible and portable.

2. LITERATURE REVIEW

Machine learning has proven its effectiveness in modern realities, and investments in the development of high-quality, predictable models have grown many times. The model development process in its essence corresponds to the assembly line in production, as a link of sequential or parallel stages [1-3]. The MLOps concept is a set of techniques for the implementation and automatic continuous integration, delivery, and training of models that covers the main patterns and anti-patterns on which to build a successful ML systems development automation pipeline. The effectiveness of using the MLOps approach was considered and proven in many works, where the main requirements for ML systems were formalized [4-5].

But with opportunities come additional challenges. This problem, along with others, was revealed in a paper written by Google employees regarding the invisible technical debt in ML systems (Figure-1) [6]. It should be noted that although the term MLOps does not appear in the mentioned article, the main patterns and anti-patterns on the basis of which a successful pipeline is built are still relevant today. Modern ML systems consist of a large number of components. The ML code is only a small part of this system and is therefore depicted as a small black rectangle in the center (Figure-1). A complex and extensive infrastructure is required for the full operation of ML systems.

![Figure-1. Modern ML system.](image-url)

The description of ML concepts for industrial engineering and operations research using real programs in the form of courses for students is considered in [7]. Such studies increase students’ interest in ML and appreciation of the real impact that analytics can have. It promotes practical skills and, when combined with ML and operations research, can be a valuable addition to undergraduate curricula. However, there is currently limited educational research literature on learning about ML that can be used for course design, especially for non-computer science majors. These problems are addressed in works [8, 9].

In [10], studies were conducted on how students conceptualize their understanding of the unsupervised ML method after interacting with interactive visualizations developed using a computational cognitive learning approach to integrate the knowledge of Data Science concepts. It is also investigated how the capabilities of interactive visualization support or hinder the integration of students’ knowledge in ML unsupervised learning. However, this study does not make references to modern ML development systems, which does not allow us to evaluate it from a practical point of view. It would be worthwhile to evaluate one of the current ML systems (Kubeflow, MLFlow) in terms of ease of use for learners or students.

With the increasing availability of data and advances in ML and optimization methodology, data analytics is increasingly used to solve operations management problems. A common approach to solving real operational management problems using the "predict, then optimize" algorithm is considered in [11, 12]. In this approach, the key parameters of the optimization model are predicted by ML before or simultaneously with solving the optimization models. Works [11, 12] consider the application of data analytics for operations management in three main areas - supply chain management, revenue management, and health care operations. However, these papers do not address any specific recommendations for improving or modifying the model, for example in response to changing supply chains.
In [14], a model update and control pipeline structure for AIOps models in microservices systems is proposed. This is done for the purpose of training, encapsulation, and deployment of the model, and to simplify the process. A prototype system based on Kubernetes and Gitlab has been developed to provide preliminary framework implementation and testing. The packaging and deployment process is automated using continuous integration technology. This work is a useful resource for building an integrated and optimized AIOps model control system. However, the proposed technology has an insufficient level of integration between links and a low level of use of Kubeflow abstractions to simplify the model. For example, instead of writing a Dockerfile for a model, you can use the Seldon core component. Also, the concept of automatic retraining of the model was not disclosed in the work. After all, the Kubeflow pipeline can be triggered by the presence of new data for training. These changes would add more versatility and portability to the described ML system, as it automatically adapted to the specific environment of microservices and did not require manual training.

The pipeline component included in Kubeflow can create an entire ML workflow. However, this component still depends on the Google Cloud Platform, so it is not friendly enough for developers who do not have the conditions to rent it. In work [15], the problems of the Kubeflow pipeline were investigated; the feasibility of the Kubernetes independence solution from Google Cloud Service was verified using the example of supporting an ML program based on Pytorch. This solution enables data scientists to build Pytorch-based deep learning applications in Kubernetes-based distributed systems development. The proposed approach ensures stable and continuous operation of the program and reasonable planning on a cluster containing heterogeneous computing resources.

The structure of the ML life cycle (MLife) is proposed in [16] - a cyclical process of creating an effective ML system. The framework is based on the fact that the data flow in MLife is a closed loop driven by failures. They have the greatest impact on ML model performance but also provide the most value for further ML model development. This allows businesses to fast-track their ML capabilities. However, the proposed MLife framework is only suitable for ML systems in their early stages.

The conducted analysis showed the need to consider the concept of MLOps in terms of Kubeflow tools using a number of identified improvement factors, in particular, such as speed of development, reduction of the number of errors in the model, time to find problems, etc. The capabilities of modern MLOps solutions can contribute to the improvement of ML information systems development processes.

3. MATERIALS AND METHODS

When working with ML, steps are defined that can be performed both manually and automatically.

a) **Data collection:** finding and selecting relevant data from various sources to perform ML tasks.

b) **Data analysis:** conducting exploratory analysis - preliminary express analysis of data by transforming and/or presenting it in a convenient form: graphic, tabular, scheme, diagram, etc.

The result will be the following:

- understanding of the structure and characteristics of the data expected by the model;
- determination of the stages of data preparation and development of the main features required for the model.

c) **Data processing:** data must be ready for machine learning tasks to be performed on it. They are cleaned and divided into data for training, validation, and testing.

d) **Model training:** Engineers use various algorithms and processed data to train the model. In addition, algorithms are used to select hyperparameters to improve the accuracy of the model.

e) **Model evaluation:** model is evaluated based on available data. The result is a set of model quality metrics.

f) **Validation of the model:** checking the model for admissibility for deployment in the required environment.

g) **Exploitation of the model:** tested model is deployed in a finite environment. The expanded model can have the following form:

- a microservice with a REST API that processes forecasts in real-time;
- the built-in model in the final device;
- part of a complex forecasting system.

h) **Model monitoring:** accuracy and prediction speed of the model are measured for consideration in subsequent development iterations.

The level of automation of these processes shows the maturity of ML processes, which affects the speed of development of new models. There are 3 main levels of MLOps, starting with the entry-level, which includes 0
automation to level, with automation of ML tasks and a full pipeline of continuous integration and deployment. The simplest MLOps pipeline usually consists of such stages as data preparation, model training, model validation and, accordingly, maintenance/launch of the final model.

Kubeflow is a cloud-native open-source platform for machine learning developed by Google [17]. A feature of this platform is a high level of integration with the Kubernetes orchestration system and a large set of tools for ML tasks.

Kubeflow developers are organized into working groups with corresponding repositories focusing on specific ML tasks:

- automatic machine learning;
- deployment;
- manifests - Kubernetes configuration files;
- Jupyter notebook;
- conveyors;
- training.

A schematic representation of the pipeline for the development of ML solutions in the Kubeflow platform is shown in Figure-2.

The study reviewed the main components of Kubeflow and their feasibility in creating a pipeline. Kubeflow version 1.12, which was the latest at the time of writing, was selected for review. The installation process is relatively simple, as a command line interface (CLI) application has been created for this purpose. The main functional task of the CLI application is the creation of manifests for Kubernetes (Figure-3). After installation, the components will be available in the namespace Kubeflow. The platform has a large number of integrated components. However, the work considers only those that are minimally necessary for the construction of a complete conveyor.

Using a ready-made CLI application greatly simplifies the installation process, as it allows you to avoid manual editing of a massive configuration file, reducing the entry threshold for users. The list of installed Kubeflow components is shown in Figure-4.
A simple development cycle, where all actions are performed manually, can be divided into 4 stages:

a) Data processing.

b) Model training.

c) Evaluation and validation of the model.

d) Starting the model.

Let’s consider the process of automating this pipeline using the Kubeflow platform component by component since a high-quality pipeline requires a certain level of isolation between individual stages and a clear understanding of what comes at the input and what will be at the output.

Jupyter Notebook is an open-source web application that allows you to create and share documents containing working code, equations, visualizations, and text. Notebook is used for data cleaning and transformation, numerical modeling, statistical modeling, data visualization, machine learning, and much more. The range of use of Jupyter notebook is very wide and will be used at all stages of the pipeline.

Storing metadata about training results is an important stage in the development of ML systems, which allows you to evaluate different versions of the model and compare them with each other. The Metadata project, which is an analogue of MLFlow, was created in order to solve the problems of users with understanding their machine learning processes by tracking and processing the metadata that is created by this process. In this context, metadata means information about models, datasets, and other artifacts. Artifacts are files that form the input and output between different stages of the pipeline. In this case, Metadata allows you to answer the following questions:

What dataset was the model trained on?
What hyperparameters were used to train the model?
Which training iteration does the model belong to?
What version of TensorFlow was the model built on?
When was the non-working model uploaded?
Model training is the process of optimizing the algorithm depending on the input data. Kubeflow includes operators that automate training for such machine learning frameworks as:

- MXNet;
- PyTorch;
- TensorFlow.

The concept of Kubernetes operators allows you to simplify the learning process and represent the process as a separate Kubernetes object. The complexity of the process is hidden behind an additional abstraction and, as a result, a relatively complex task of distributed machine learning (adding a picture) can be represented by a single Kubernetes object and described by a YAML manifest file.

Hyperparameter tuning (AutoML) is a machine learning task of selecting a set of optimal hyperparameters for a machine learning algorithm. Katib is a project for the development of ML systems that supports hyperparameter optimization, and neural architecture search (NAS). Katib allows you to set the learning rate, the number of layers in the neural network, and the number of nodes in each layer (Figure-5).

The Kubeflow pipeline is a key element of ML system development, combining all machine learning components into a complete pipeline (Figure-6). The advantage of the Kubeflow pipeline compared to other CI systems is the availability of a set of software libraries (SDK) in the Python programming language, which covers the main Kubeflow abstractions. Describing the development pipeline in the same programming language as the model code has a positive effect on the process because it breaks down the abstract wall between development and operation. One engineer can handle code development and process automation.

![Katib interface in Kubeflow](image)

**Figure-5.** Katib web interface in Kubeflow.
The Kubeflow Pipelines SDK includes the following packages, the main ones being:

- kfp.compiler, includes classes and methods for compiling a pipeline written in Python DSL into YAML manifests used in Kubernetes;
- kfp.components, includes classes and methods for interacting with various components;
- kfp.dsl, includes object-oriented programming language (DSL) used to interact with the pipeline and its components;
- kfp.Client, includes Python client libraries for interacting with the Kubeflow Pipelines API.

4. RESULTS AND DISCUSSIONS

The modern software product development methodology is based on the principles of continuous implementation and does not stop when the model enters the product environment. The exploitation of the model in the classic form consists in writing code that would process requests via grpc/http and return the result via an open port. Also, taking into account the technological recommendations, the work should include the creation of a container, which is mostly equivalent to writing a Dockerfile, manifests for deployment in Kubernetes (deployment, service, ingress), expanding the functionality with the opening of an interface through which third-party services could receive metrics from the service’s operation.

To solve the problem of operating the model, the Kubeflow arsenal includes a set of applications, such as Seldon Core Serving, NVIDIA Triton Inference Server, BentoML, TensorFlow Serving.

Seldon Core is an open source platform for exploiting machine learning models in Kubernetes. Seldon Core converts a machine learning model into a REST/GRPC microservice. Seldon supports scaling up to thousands of models instances and provides out-of-the-box advanced support for features such as monitoring metrics, query logging, model explainers, outlier detectors, A/B testing, and canary deployment. A hands-on review of Seldon Core Serving was made, although it should be noted that the above applications have similar functionality.

For practical analysis, a publicly available model was deployed in the Kubeflow cluster using a manifest (Figure-7). After deploying the manifest, the following set of objects was obtained at the output, which is shown in Figure-8.

![Figure-6. Screenshot of Kubeflow pipeline visualization.](image-url)
There are 7 separate Kubernetes entities under the Selden Deployment umbrella. This level of system simplification for the end user is achieved using the operator pattern in Kubernetes. An operator is a software application that uses a custom resources object to service other applications and their components. In this case, the operator is pod-a seldon-controller-manager-5fc5dfc86c-lht2f, which is part of the Kubeflow cluster. It is this component, together with the basic Kubernetes controllers, that is responsible for creating the objects shown in Figure-9. In particular, these are pod, service, deployment, replica set, and virtual service. Also, when Selden Deployment is removed, all subordinate components will be automatically cleaned up, and the end user does not have to remember the above abstractions (service, deployment, pod, etc.).

Seldon core has advanced monitoring with integrations with Prometheus and Grafana, which can be installed separately using the helm package manager. Metrics are automatically available to applications via the path 8080/metrics and Prometheus automatically reads them using a mechanism called service auto discovery (Figure-10).
The conducted research showed that Kubeflow consists of a set of various open source components that have a high level of integration with each other through the Kubernetes platform. At the same time, Kubeflow uses the Kubernetes pattern of operators for machine learning objects extremely effectively. It has been demonstrated that writing model code is only a small part of the tasks of machine learning, which affects the need for automation - the presence of a full-fledged pipeline of continuous integration and delivery of the application to the end user. The result of the research is the formation and substantiation of the conveyor using components of the Kubeflow platform, which is schematically shown in Figure-2. On the basis of this, it can be concluded that Kubeflow is a complete platform for the development and implementation of software products based on machine learning.

Representing abstractions in the form of separate platform resources allows you to reduce the entry threshold for the end user. This allows to inclusion of some components of the system in the course of the educational discipline “Decision support system”, including for specialties not related to computer sciences.

The availability of extensive functionality out of the box makes Kubeflow an effective tool for developing and implementing ML models in enterprises, including those with a small engineering staff. On the other hand, a large number of abstractions in the system require the end user to have deep knowledge of the subject area when it is necessary to go one or more levels down for customization.

The presented studies are the first attempt to present a complex machine learning system as a complete object that can form additional value for the product. Further studies of the MLOps system can be developed for certain categories of enterprises that do not have a large number of employees, but need a high-quality model to solve current problems.

**5. CONCLUSIONS**

a) The possibility of using modern MLOps solutions to improve the development processes of machine learning information systems was studied. Proven feasibility of using Kubeflow to create pipeline MLOps. A schematic integrated pipeline for the development and operation of the artificial learning system has been created. It was important to raise the question of the integrity of the system because when one of the stages is not illuminated enough or not at all, the entire system begins to degrade.

b) Conducted practical use of the Kubeflow Seldon Core Serving component for test model deployment. This made it possible to achieve the best industry practices of model exploitation using simplified abstractions. The functional advantages include A/B testing, in-depth monitoring of internal metrics compatible with the Prometheus system, and a better level of protection against vulnerabilities available out of the box, that is, no additional code needs to be written.

c) MLOps can be a key missing component for the continual learning model, which is the ability to provide a foundation for AI systems to develop themselves adaptively to handle real-world dynamic changes. The basic concept of the continual learning model’s pipeline based on Kubeflow components was discovered in this research and will be expanded in the future.
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