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ABSTRACT 

Breast tumors are a dangerous disease among women worldwide. They are the second leading cause of death 

among all forms of cancers in women. Their early detection is critical to increasing the survival rate of women. 

Mammography is a reliable screening technique in the early detection of abnormal breast tissue severity. Radiologist 

abnormalities in the breast tissue, radiologists employ mammography. However, detecting breast abnormalities through 

digital diagnostic techniques by a radiologist could be time consuming. Consequently, computerized studying of digital 

mammography has emerged via the development of CAD systems. Several CAD systems have been developed for breast 

cancer detection. However, obtaining a satisfactory performance of CAD systems is a challenging task. We propose a CAD 

architecture for the classification of breast tissues as either benign or malignant using an LS-SVM classifier with various 

kernels namely linear, quadratic, polynomial, MLP, and RBF kernels. From the experimental outputs, it is clear that GA 

based LS-SVM classifier with RBF kernel outputs classification accuracy of 94.59% for normal/abnormal case 

classification is better, when it is compared with all other kernels. It is also stated that GA based LS-SVM classifier with 

RBF kernel produces a better classification accuracy of 98.26% for benign/malignant case classification when it is 

compared with other reported works. 
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1. INTRODUCTION 

Breast malignant growth is a significant health 

complication that is predominantly basic and has a high 

mortality rate, particularly among women. According to 

the International Agency for Research on Cancer (IARC 

2012), approximately 1.7 million people perceive bosom 

malignant growth on a worldwide scale [1]. In 2015, 

40290 lady's passing was recorded because of bosom 

malignant growth [2]. Mammography is the most reliable 

tool for the recognition of bosom malignant growth during 

the initial period [3]. It can recognize 85-90 % of all 

bosom diseases. A significant indication of breast diseases 

is microcalcification and mass [4]. The size, shape, texture 

distribution, and margin attributes that are difficult to 

detect are predominantly utilized to make the decision. 

Hence, precise detection of abnormal cases is a critical 

process in CAD layout. Table-5 presents the various 

abnormalities that form the basis of breast masses that lead 

to cancer. In healthcare applications, the performance of a 

diagnosis system is based on significant feature extraction 

from the medical images available in real-time and the 

feature vectors fed into the classification system. The 

classifier performance for breast cancer diagnosis depends 

on the correct number of feature vectors provided as input. 

Thus, feature selection reduces the burden on the 

classification system in terms of complexity and 

computation time. A considerable reduction in the 

dimensionality is also required. Feature selection is 

considered the preprocessing step of the classification 

system, and it removes noisy, irrelevant, and redundant 

information. Genetic algorithms (GAs) are stochastic 

methods that follow the analogy of biological processes. 

They are used in various real-time optimization problems 

and have been considered for the rapid advancement of 

health systems. They follow chromosomal structures and 

are inspired by the natural evolution process to derive the 

optimal solution. The GA process involves selection, 

crossover, and mutation operations capable of eliminating 

the local optimal solutions to derive the global optimum 

solutions. A GA works through an iterative process in 

which each iteration generates better chromosomes. This 

GA strategy facilitates the determination of the significant 

features necessary for a successful classification process. 

The GA process for the selection of better chromosomes at 

each iteration is depicted in Figure-1. 
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Figure-1. Steps involved in the GA process. 

 

2. RELATED WORKS 

Deepa et al. [5] proposed a mammogram image 

classification methodology using the contour let transform 

and probabilistic neural network (PNN). The region of 

interest (ROI) image was segmented from the actual 

image, primarily based on the abnormal details provided 

by the MIAS information file. Initially, the ROI was 

decomposed, and then the contour let coefficient was 

computed. From the contour let, a co-efficient co-

occurrence matrix was produced, following which 

appropriate features were selected. PNN was employed as 

a classifier for the classification task. In [6], the CAD 

layout was explained to categorize breast tumors using 

Zernike moments [6]. Noise suppression is one of the 

foremost image-preprocessing techniques. The input 

image was pre-processed to smoothen the image edges 

using a median filter [7]. Jen et al. [8] reported a CAD 

model for the detection of abnormal mammograms by 

using principal component analysis and a two-stage 

classifier. 

Various image enhancement techniques were 

proposed in [9, 10] to increase the visual quality of 

images. The latest research has revealed that using the 

wavelet transform highly enhances image quality. The 

CAD system presented by Hu et al. [11] afforded a 

sensitivity of 91.3%. It used both local and global adaptive 

thresholding methods for image segmentation. The work 

was tested using MIAS dataset images, and 172 

mammograms were considered. Tang et al. [12] 

summarized an outline of the latest developments in breast 

tumor discovery strategies and related methods. 

Moayedi et al. [13] provided breast cancer 

detection and classification methods using the discrete 

contour let transform and several machine learning 

techniques. The ROI was segmented from the original 

image by removing the pectoral muscles. Subsequently, 

the contour let transform was applied to the ROI image for 

decomposition, and then features were extracted from the 

contour let coefficients. A GA was applied for feature 

selection. Finally, the mass image was classified using 

three different classifiers, and the accuracies obtained 

were compared. Weighted support vector machine (SVM), 

SVFNN, and SVM classifiers with RBF kernel obtained 

accuracies of 96.6%, 91.5%, and 82.1%, respectively. 

Talha [14] reported a CAD system for mammogram 

identification and classification using genetic 

programming, various transforms, and an SVM classifier. 

DWT and DCT were used for feature generation, and 

genetic programming was used for feature selection. A 

mammogram image was identified as either normal or 

abnormal using an SVM classifier. The work was tested 

using MIAS database mammogram images and achieved 

good classification accuracy for normal and abnormal 

cases. A deep CNN for breast cancer screening and 

classification was explained in [15], and it obtained an 

AUC of 0.895. In [16], three different algorithms, namely, 

J48, NB, and SMO were used on two different datasets 

and achieved accuracies of 74.82%, 75.53%, and 72.66%, 

respectively. The naive Bayes (NB) classifier and k-

nearest neighbor (KNN) approach employed in [17] 

proved that KNN yields a better result than NB. In [18], 

the backpropagation classification accuracy, neural 

network model, and logistic regression models were 

evaluated. A softmax discriminant classifier and linear 

discriminant analysis are utilized [19] to classify breast 

tumors. Five different machine-learning techniques were 

explained [20] for tumor prediction, and it was concluded 

that the support vector machine (SVM) was the best 

model. The image was segmented using the region 

growing method [21]. Various features were extracted 

from the segmented area, and an artificial neural network 

was then used as a classifier. Additionally, the 

classification results were compared with those of other 

competing classifiers. The work in [22] improved the ROI 

contrast/distinction by employing nonlinear polynomial 

filters. A multi-model image fusion method using wavelet 

transforms and the contour let transform was proposed in 

[23]. The method was mainly developed to enhance the 

contract of features. The CAD designed in [24] was used 

to classify abnormalities as either malignant or non-

malignant. Initially, mammogram images were pre-

processed, and then the ROI images were obtained. From 

that ROI, Zernike moments were extracted, and an SVM 

was used to classify the CAD images presented in [25]. It 
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was implemented using SVMs with different kernel 

functions. In this study, feature subset selection is 

performed by a GA. This work compares the performance 

of different kernels used in SVM and compares the SVM 

performance with that of a neural network. Five different 

feature extraction methods were compared in [26].  

Additionally, three different classifiers were employed to 

classify mammogram images and compare them using 

evaluation metrics. An MIAS database image was used for 

evaluation, and it was concluded that GLDM is the best 

feature extraction method among the five mentioned 

methods. The CAD system developed in [27] was used to 

differentiate mass images from normal ones. This study 

was tested using DDSM database images. First, the images 

were pre-processed, and then the ROI was extracted. 

Various features were generated from the ROI images. 

Sequential forward selection and sequential floating 

forward selection methods were employed to select the 

feature vector moments. Finally, different classifiers were 

used for classification, and their performances were 

compared. In [28], CAD was implemented using a 

Curvelet transform to differentiate normal images from 

abnormal types, and then the abnormal images were 

further categorized as either malignant or benign tissue. 

Feature selection was performed using PCA and LDA, and 

then SVM and KNN classifiers were utilized to calculate 

the precision value. The work evaluated 200 mammogram 

images taken from the MIAS database. Automated 

segmentation and mass classification in a mammogram 

approach was demonstrated in [29]. First, the ROI was 

separated from the actual image using chain codes, and it 

was reinforced using a rough set. Subsequently, the ROI 

was segmented. Second, 32 features were derived from the 

partitioned mass region. RFT was used for the 

classification task. The work output was compared with 

those of an SVM, a GA-based SVM, a particle swarm 

optimization-based SVM, and a decision tree. Matthew’s 

correlation coefficient was used as the performance 

metric. This method was evaluated using two databases, 

namely, MIAS and DDSM. The authors of [30] introduced 

a procedure for breast mass detection in asymmetric 

regions by using different functions formed with a spatial 

description with a variogram and cross-variogram. 

A topological modeling-based algorithm was 

used in [31] to detect and identify microcalcifications 

using the KNN classifier. Topological features were 

generated using multiscale morphology. A group of 

topological-based features was formed from a graph built 

using the connectivity of the clusters of the 

microcalcifications. Classification of breast masses using 

correlated rule mining was explained in [32]. The ROI was 

obtained from a pre-processed image. The statistical and 

textural features were generated using the GLCM method. 

The breast masses were then classified as normal, benign, 

or malignant by applying correlated association rule 

mining. Subsequently, features are fed as input to the 

KNN classifier to categorize the microcalcifications as 

benign or malignant. The AdaBoost-based method was 

proposed in [33] to identify malignant masses, in which 

the ROI was separated from the processed original image. 

The stellate features were further extracted from three sub-

regions: the core, inner, and outer parts, using statistical 

characteristics for individual sub-regions. Finally, 

AdaBoost was employed to group the image as that of a 

normal, benign, or malignant tumor. 

 

3. PROPOSED METHOD 
The proposed methodology for breast cancer 

recognition is executed progressively in different stages. 

The proposed framework is shown in Figure-2. Various 

stages of the proposed framework begin with the 

extraction of the ROI, which contains the abnormal 

regions. Subsequently, a shearlet transform-based ROI 

image transformation is performed to extract the statistical 

texture moments from the shearlet coefficients. 

Furthermore, feature reduction is performed using GA to 

select the most significant features.  The last stage is 

classification using LS-SVM with various kernels. 

 

 
 

Figure-2. Proposed GA-optimized diagnosis system. 

 

3.1 Extraction of ROI 

The mammogram images available in the MIAS 

database are large (1024 × 1024) and contain noise and 

different unwanted details, including labels and artifacts. 

Here the region of interest (ROI) image was segmented 

from the actual image, based on the abnormal details 

provided by the MIAS dataset information file. 

Consequently, an ROI image of size 256×256 was 

segmented by eliminating the unwanted background 

details through manual cropping. Figure-3 shows the 

original mammogram and the corresponding ROI image. 
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Figure-3. (a) Original image. (b) ROI image. 

 

3.2 Image Decomposition Using DST 

DST is a mathematical structure combined with a 

multiresolution analysis technique and it also converts this 

digital information into its equivalent frequency domain 

by partitioning the image pixel matrix into blocks of size 

depending upon the type of image. The theory of 

composite wavelets, introduced by Guo et al. (2006) [13], 

presents an efficient approach to combining geometry and 

multiresolution analysis with affine system concepts. The 

shearlet transform is predominantly well-established to 

implement a highly well-organized representation of 

images with edges. These transform elements represent a 

form of well-localized waveforms that have numerous 

variant locations, scale orientations, and anisotropic 

shapes. Consequently, the shearlet representations are 

especially well-fitted for representing the edges and other 

anisotropic objects, and powerful features in typical 

images. The DST is depicted in Figure-4. 

 

 
 

Figure-4. Diagrammatic representation of DST. 

 

Using DST [17], the extracted ROI is 

decomposed into shearlet coefficients, known as sub-

bands. Image decomposition using DST is shown in 

Figure-5. Each shearlet coefficient is a component of the 

ROI image at a particular scale and direction. For 

example, if the ROI image is decomposed using the 

shearlet transform with level 2 and direction 2, 5 different 

shearlet coefficients are obtained (see Figure-6). The 

lower sub-band design tests the approximation ROI image, 

and the remaining four specify the detailed information of 

that ROI image. 

 

3.3 Feature Generation and Optimal Feature Set  

      Selection 

Feature extraction is an essential component of 

CAD development. Various shearlet moments are derived 

from the decomposed image by a statistical approach. 

Statistical texture features are primary and are frequently 

used in medical image analysis. GLDM is the best feature 

extraction method which is used in the proposed work to 

extract features in mammogram images for analysis and 

identification of microclassification. 

 
 

Figure-5. Image decomposition using two-level DST. 
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Figure-6. The output of two-level DST of an MIAS 

image. 

 

GA is an evolutionary computation method 

superior to the existing conventional approaches. It is a 

meta heuristic search technique that randomly builds an 

initial solution or initial population. Subsequently, each 

member of the initial population is evaluated using a 

fitness function. Based on the results of the fitness 

function, a new population is generated. This method then 

continually seeks -out the most effective feature set, and 

these steps are shown in Figure-6. The optimal feature 

subset selection technique is intended to find the 

discriminant feature by eliminating irrelevant and 

redundant features. In this study, a GA was used as a 

feature-reduction algorithm to find the optimal subset 

features by eliminating insignificant features. The 

algorithm for the GA-based feature selection process 

involved in this study is presented in Algorithm 1. 

 

Algorithm 1: Feature selection using a GA 

 

a. Representation of the initial population 
The solution (population) of the feature selection 

process follows a binary form of representation in 0 and 1. 

The binary digit 0 indicates that the features are 

considered for selection, and the binary digit 1 indicates 

that the features are not considered for selection. Initially, 

X bits were considered to represent the total size of the 

available features before the selection process. 

 

b. Decoding process 

In the decoding process, the optimal features 

selected by the GA algorithm are decoded, and the 

features that are not selected are removed from the entire 

feature set. Only the selected features are kept for the 

classification process. 

 

c. Training process 

The features selected by the GA algorithm are fed 

as input to the SVM classifier employed for the 

classification of benign and malignant tumors. During the 

training process, a validation set is used to avoid 

overfitting problems. The SVM classifier performance is 

measured during the iterative process, and if the 

performance degrades or does not upgrade, the training 

process is stopped. 

 

d. Fitness evaluation 

The validation set is used for calculating the 

fitness of the trained network. 

 

e. GA operations 

The GA process involved is as follows: 

Elitism process: The better chromosomes are 

copied to the next generation, eliminating the worst 

chromosomes according to the “survival of the fittest” 

rule. An appropriate elitism size, which is three, is used for 

the elitism process. 
Roulette wheel selection: Using a probabilistic 

method, the best parental chromosomes are selected and 

given to the mating pool. Furthermore, among the parents 

selected, only those with high fitness are eligible for 

admission to the mating pool. 

Crossover and mutation processes: 
Chromosomes are selected according to fitness, and then 

crossover operations are performed on the first and second 

better chromosomes. It proceeds through an iterative 

process until all the chromosomes are cross-covered. The 

resultant chromosomes were mutations based on the 

mutation rate. 

Generation of the new population: Better 

chromosomes are selected from the resultant pool after the 

elitism process, which eliminates the worst chromosomes.  

The feature selection measures such as information gain, 

gain ratio, and index result in over fitting problem. 

Whereas the Genetic algorithm is naturally inspired and 

provides a stochastic optimization. GAs use probabilistic 

transition rules rather than deterministic rules. As the 

genetic algorithm is a stochastic optimization method, the 

genes of the individuals are usually initialized at random. 

Genetic algorithms operate on a population of individuals 

to produce better and better approximations. They use 

processes of selection, cross-over, and mutation to get to 

optimal solutions. The subsets of variables selected by 

genetic algorithms are generally more efficient than those 

obtained by classical methods of feature selection, with 

large features. When compared with other feature 

selection techniques, the genetic algorithm results in better 

performance and can manage data sets even with few 

features, and GA itself is a parallelized algorithm to 

further speed up the feature selection process. 

In this work, GA is applied to select the optimal 

features with the help of the tournament selection method 

and the size of the tournament is 2. The input value 

assigned for population size, population type, and the 

number of generations is 20, bit string and 20 respectively. 

Then the uniform mutation and arithmetic crossover 

operations are performed, and the probability of mutation 

and the probability of crossover are 0.1 and 0.8 

respectively.  

LS-SVM Performance evaluation: The testing 

set was used to determine the accuracy of the SVM 

classification process using statistical measures, namely, 

accuracy, sensitivity, and specificity. The optimal 
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solutions (chromosomes) selected after the GA process 

were used to evaluate the LS-SVM classifier performance 

by feeding the mas input to the classifier. 

 

3.4 LS-SVM Classification Process 

 

3.4.1 LS-SVM Training phase 
SVM and LS-SVM are employed to solve 

classification problems using machine learning techniques. 

Both are non-probabilistic binary classifiers and construct 

a hyperplane that separates the two classes. SVM 

advancement is called LS-SVM, which is utilized to solve 

linear equations and find a learning model for 

categorization. Despite this, SVM was used to solve 

quadratic problems. An LS-SVM classifier is more 

affordable when it is matched with an SVM classifier. 

Compared with SVM, LS-SVM is naturally simple. Only a 

few parameters must be tuned in LS-SVM. Additionally, 

LS-SVM can quickly perform linear and nonlinear 

multivariate classifications when correlated with 

multivariate classifiers such as NB and NN. To classify 

the breast abnormalities, the proposed system uses an RBF 

exponential kernel as follows: 

 RBF  Kernel: K(x, x′) = exp (− ∥x−x′∥22σ2 )                  (1) 

 

where𝛼is represents the spreading parameter. The 

parameter Ïƒ, which affects data transformation, can be 
tuned such that the SVM performance can be improved.  

RBF Kernel is something like a low-band pass filter, 

which selects smooth solutions. The proposed system uses 

a GA to obtain the optimal values of 𝛼. The optimized 𝛼 

can be used to efficiently calculate breast abnormalities 

using the optimal features. The process of the GA-

optimized LS-SVM is shown in Figure-7. The figure 

shows the process of deriving the optimal parameters of 

the RBF kernel used in the LS-SVM classifier. The 

proposed system performs classifications by utilizing the 

training and testing datasets. Once the optimal features are 

selected by the GA-based feature-selection process, the 

RBF kernel parameters are also optimized by the GA 

process. In the LS-SVM training phase, the training 

dataset is used to train the SVM classifier with the optimal 

features and SVM parameters. 

 

 
 

Figure-7. Proposed GA-optimized LS-SVM  

Working Model. 

 

3.4.2 LS-SVM Evaluation phase 

In the trained SVM model, the optimally 

generated features are fed as inputs. Abnormal classes in 

the mammograms were detected, and then the LS-SVM 

classification phase was implemented. The trained SVM 

can now compare these features with the features of its 

entries produced in the training step, to correctly perform 

benign or malignant tumor classification. 

 

4. EXPERIMENTAL SETUP 

The MIAS dataset comprises 322 images, which 

a categorized as normal, microcalcification, and mass 

images. Among the 322 images, 207 normal and 115 

abnormal images were obtained. Among the 115 abnormal 

images, 25 were microcalcification images, and 90 mass 

images. Of the 115 abnormal images, 64 were benign and 

51 malignant. We took all 115 abnormal images and 70 

randomly chosen normal images for the experimental task. 

The performance was evaluated using various 

performance evaluation metrics, namely, true positive 

(TP), true negative (TN), false positive (FP), false negative 

(FN), sensitivity, specificity, precision, false-positive 

value, and classification accuracy. Tables 1 and 2 present 

the confusion matrix and various measures applied for 

performance evaluation. The basic evaluation measures of 

the confusion matrix are shown in Figure-8. 
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Figure-8. Basic evaluation measures of the  

confusion matrix. 

Table-1. Benign and malignant classification of  

breast cancer. 
 

Shape and boundary 

Features of breast 

masses 

Classification based on 

the severity 

Round or Oval Benign (non-cancerous) 

Smooth, Circumscribed Benign (non-cancerous) 

Irregular Malignant (cancerous) 

Speculated, Blurred, and 

Rough 
Malignant (cancerous) 

 

Table-2. Confusion matrix and measures after ten runs for benign/malignant classification. 
 

Methods of comparison Actual Number of cases 
Test outcome-Predicted 

Malignant Benign 

Linear kernel 
Malignant 510 490(TP) 40(FN) 

Benign 640 20(FP) 600(TN) 

RBF kernel 
Malignant 510 500 (TP) 20(FN) 

Benign 640 10(FP) 620 (TN) 

GA based RBF kernel 
Malignant 510 505(TP) 5(FN) 

Benign 640 5(FP) 635(TN) 

 

Table-3. Performance of LS-SVM with shearlet attributes for normal/abnormal case. 
 

Kernels / Measures TN TP FN FP 
Recall 

(%) 

Specificity 

(%) 

Precision 

(%) 

False Positive 

Value (%) 

Classification  

Accuracy (%) 

Linear 83 41 29 32 58.5 72.17 56.16 27.83 67.32 

Quadratic 73 27 43 42 38.57 63.47 39.13 36.53 54.03 

Polynomial 83 41 29 32 58.5 72.17 56.16 27.83 67.32 

MLP 52 30 40 63 42.82 45.21 32.25 54.79 44.42 

RBF 107 66 4 8 94.28 93.04 89.19 6.95 93.04 

 

Table-2 presents the comprehensive performance 

of the LS-SVM classifier with various kernels for the 

classification of normal/abnormal images using shearlet 

attributes. As shown in Table-3, the LS-SVM classifier 

with RBF kernel yields 93.04% classification accuracy for 

normal/abnormal case classification, and the accuracy is 

superior to those achieved with the other kernels. Among 

the various kernels, the RBF kernel is the most popular 

one and it is mainly used to map data nonlinearly into a 

higher dimensional space which leads to better 

classification accuracy. Table-2 presents the result of the 

GA-based LS-SVM classifier with different kernels for 

image classification as either normal or abnormal. From 

the table, it is clear that the GA-based LS-SVM classifier 

with RBF kernel achieves a classification accuracy of 

94.59% for normal/abnormal image classification. The 

GA-based LS-SVM classifier with RBF kernel yields 

improved results compared with the LS-SVM classifier 

with RBF kernel (see Table-1) and all other kernels for 

normal/abnormal case classification. Table-3 shows the 

execution of the LS-SVM classifiers with different kernels 

for the classification of abnormal images as benign or 

malignant using statistical moments. By utilizing the 

estimations in Table-2, the LS-SVM classifier with RBF 

kernel outputs a classification accuracy of 97.39% for 

benign/malignant case classification, and the accuracy is 

higher than those achieved for all other kernels for 

benign/malignant case classification using statistical 

texture features. Furthermore, Tables 2 and 4 show that an 

LS-SVM classifier with linear and polynomial kernels, 

respectively, provides the same accuracy for both 

classification cases.  
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Table-4. Performance of LS-SVM with Shearlet attributes and GA for normal/abnormal classification. 
 

Kernels/ 

Measures 
TN TP FN FP 

Recall 

(%) 

Specificity 

(%) 

Precision 

(%) 

False Positive 

Value (%) 

Classification 

Accuracy (%) 

Linear 85 50 20 30 71.42 73.91 62.5 26.09 72.72 

Quadratic 78 36 34 37 51.42 67.82 49.32 32.17 61.62 

Polynomial 85 50 20 30 71.42 73.91 62.5 26.09 72.72 

MLP 78 36 34 37 51.42 67.82 49.32 32.17 61.62 

RBF 108 67 3 7 95.71 93.91 90.54 6.09 94.59 

 

Table-5. Performance of LS-SVM with Shearlet attributes for benign/malignant case. 
 

Kernels/ 

Measures 
TN TP FN FP 

Recall 

(%) 

Specificity 

(%) 

Precision 

(%) 

False Positive 

Value (%) 

Classification 

Accuracy (%) 

Linear 38 51 13 13 79.68 74.5 79.68 25.49 77.39 

Quadratic 34 37 27 17 57.81 66.66 68.51 33.34 61.7 

Polynomial 38 51 13 13 79.68 74.5 79.68 25.49 77.39 

MLP 23 32 32 28 50 45.1 53.33 54.9 47.82 

RBF 51 61 3 0 95.32 100 100 0 97.39 

 

Table-6. Performance of LS-SVM with Shearlet attributes and GA based benign/malignant classification. 
 

Kernels/ 

Measures 
TN TP FN FP 

Recall 

(%) 

Specificity 

(%) 

Precision 

(%) 

False Positive 

Value (%) 

Classification 

Accuracy (%) 

Linear 38 57 7 13 89.06 74.5 81.42 25.5 82.61 

Quadratic 34 35 29 17 54.68 66.66 67.3 33.34 60 

Polynomial 38 57 7 13 89.06 74.5 81.42 25.5 82.61 

MLP 27 40 24 24 62.5 52.94 62.5 47.06 58.26 

RBF 50 63 1 1 98.44 98.04 98.44 1.96 98.26 

 

Table-7. Overview of existing research for mammogram image classification using SVM classifiers. 
 

S. No. Author Name & Year Techniques Used Classification Accuracy 

1 Moayedi F et al. [13] 
Contourlet Features, GA, SVM classifier with RBF 

kernel 

Normal / Abnormal: 82.31% 

Benign / Malignant: 85.10% 

2 Muhammad Talha [14] Discrete Cosine Transform, GP, SVM Normal / Abnormal: 93.39% 

3 Alfonso [34] 
Dynamic-programming-based method and a 

constrained region-growing method, SVM 
Sensitivity is0.6 and Specificity is 0.8 

4 T.S. Subashini, et al [35] 
Gray level thresholding and connected component 

labeling, SVM RBF Kernel 

The algorithm has a classifier accuracy 

of 95.44% 

5 BASAVARAJ et al [36] 
Gaussian Filters, Local Binary Patterns features, 

RBF Kernel 
Classification Accuracy of 89.33% 

6 W. Borges et al [37] Shape, texture using geostatic function, SVM Classification Accuracy of 80% 

7 Wang et al. [38] 
Curvilinear, GLCM, Gabor, Multi-resolution 

statistical features, Structured SVM 
Classification Accuracy of 91.4% 

8 
Y.Ireaneus Anna Rejani, et 

al. [39] 
Shape Feature-based DWT, SVM Classifier Classification Accuracy 88.75% 

9 Ioan B. et al. 2011 [40] Gabor wavelets and directional features SVM Classification Accuracy 84.37% 

10 Proposed work DST, GA, LS-SVM classifier with RBF kernel 
Normal / Abnormal:94.59% 

Benign / Malignant: 98.26% 

 



                                VOL. 18, NO. 21, NOVEMBER 2023                                                                                                         ISSN 1819-6608 

ARPN Journal of Engineering and Applied Sciences 
©2006-2023 Asian Research Publishing Network (ARPN). All rights reserved. 

 
www.arpnjournals.com 

 

 
                                                                                                                                                      2398 

 
 

Figure-9. Accuracies obtained for normal and abnormal 

case classification with and without GA, respectively. 

 

 
 

Figure-10. Accuracies obtained for benign/malignant type 

classification with and without GA, respectively. 

 

Table-5 presents the execution of the GA-based 

LS-SVM classifier with different kernels for the 

classification of abnormal images as benign or malignant 

type. From Table-4, it is clear that the GA-based LS-SVM 

classifier with RBF kernel achieves an accuracy of 98.26% 

for benign/malignant type classification. From Table-5, 

the GA-based LS-SVM classifier with RBF kernel yields 

higher classification accuracy compared with the LS-SVM 

classifier with RBF kernel (see Table-3) for 

benign/malignant cases using statistical shearlet features. 

Table-6 shows that the accuracy of the projected system is 

higher than that of the other existing strategies. Figure-9 

shows the accuracies for normal/abnormal case 

classification without and with GA, respectively. Figure-

10 shows the accuracies for benign/malignant case 

classification with and without GA, respectively. From 

Figures 9 and 10 the GA-based LS-SVM classifier 

achieves better classification accuracy for both cases. 

 

5. CONCLUSIONS 

A CAD model was developed to detect and 

classify breast cancer using LS-SVM, GA, and shearlet 

moments. In addition to GA, the proposed scheme utilizes 

an LS-SVM classifier with different kernels, such as 

linear, quadratic, polynomial, MLP, and RBF, and discrete 

shearlet transform, for breast lesion detection. This study 

was performed in two different steps. The first step was to 

find the abnormal condition. In the second step, the 

abnormal tumor was distinguished as either benign or 

malignant. The performance of the proposed approach was 

evaluated using shearlet texture features. Features were 

selected from the shearlet-based feature set by using GA. 

The experimental results clarified that among the various 

kernels, the RBF kernel provides better classification 

accuracy with GA-based features, and testing was 

performed using a tenfold cross-validation method. In 

conclusion, the GA-based LS-SVM classifier with RBF 

kernel is superior to the LS-SVM classifier with RBF 

kernel.  In the future, the proposed algorithm can be used 

for high-dimensional datasets. Additionally, it can be 

implemented for the classification of abnormalities present 

in MRI and CT scan images. Moreover, Real time datasets 

also should be tested using this approach.  
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