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ABSTRACT 

Diabetes is considered a critical disease and it has been a growing concern owing to its increased morbidity. 
Moreover, the average age of people who are affected by diabetes illness has currently declined to the mid-20s. Given the 
high prevalence, it is necessary to address this problem effectively. Due to the significant prevalence of diabetes illness, it 
is essential to handle and address this issue appropriately. Currently, machine learning methods are considered a vital area 
for detecting and diagnosing disease. These methods can learn from data and classify data based on the coordinate subjects. 
This paper presents a model for detecting diabetes illness based on a machine learning technique. The Support Vector 
Machine (SVM) algorithm is used for classifying the people who are categorized as patients with diabetes disease from the 
people who are categorized as non-diabetic. Further, the database is compiled from the Pima Indian Diabetes Dataset 
(PIDD). The results show that the proposed model achieves 81.8% accuracy. Moreover, the proposed model achieves 
84.34% sensitivity and 74.35% specificity. 
 
Keywords: machine learning, SVM, healthcare, diabetes disease, PIDD database. 

 
Manuscript Received 12 December 2023; Revised 12 March 2024; Published 30 April 2024 
 
1. INTRODUCTION 

One of the most important areas in the field of 
research with the purpose of detecting or predicting 
subjects is machine learning [1]. The algorithms of 
machine learning are applied in various domains of 
healthcare such as voice pathology detection [2], federated 
learning based on fog-cloud [3], COVID-19 detection [4], 
cancer detection [5], autism detection [6], and diabetic 
detection [7]. According to World Health Organization 
statistics, India has the highest prevalence of diabetes [8]. 
Furthermore, The overall number of diabetics in India in 
the year 2000 was 31.7 million, and it is expected to rise to 
79.4 million by 2030 [9]. Nevertheless, diabetes is 
considered a chronic disease condition that is 
characterized by increased blood sugar levels over an 
extended period. In some cases, there is organ failure, 
including the heart, liver, stomach, kidneys, and others, 
where these organs are failed induced in the long term 
because of diabetes's influence [10]. Consequently, the 
detection of this disease by using an efficient technique 
and non-invasive process is crucial. 

On the other hand, there are several Artificial 
Intelligence (AI) approaches that have been employed for 
diabetes detection because they can mine data and learn 
from it to deliver improved results [11]. The AI allows 
computers to think [12]. Further, the AI enhances the 
intelligence of computers. Machine learning is a branch of 
AI research. Some researchers believe that intelligence 
cannot be developed without learning. Figure 1 depicts 

many different kinds of machine learning methods [13]. 
All these methods are employed to classify the subjects of 
the dataset. In supervised learning, a training set of 
examples with appropriate objectives is provided, and 
algorithms react appropriately to all possible inputs based 
on this training set. Supervised Learning includes 
classification and regression [14]. In addition, appropriate 
responses or goals are not offered in unsupervised 
learning. The unsupervised learning approach attempts to 
discover similarities between input data and based on such 
similarities, then it can classify the data [15]. A semi-
supervised learning approach is considered one of the 
supervised learning types. Furthermore, the unlabeled data 
is utilized for the training task in this approach [16]. In 
reinforcement learning, behaviorist psychology promotes 
this kind of learning. The algorithm is notified when the 
answer is incorrect, but it is not advised on how to rectify 
it. It must investigate and test numerous alternatives until 
it gets the correct answer [17]. In evolutionary learning, it 
applies evolutionary methods to address optimization 
issues in machine learning, and these methods have shown 
promising results in a variety of applications [18]. 
Moreover, deep learning is a subset of machine learning 
that is built on a collection of algorithms [19]. These 
learning algorithms in data represent high-level 
abstraction. 

As mentioned previously, diabetes is a serious 
disease, and detecting it in an early stage is critical to 
avoiding catastrophic side effects. The most prevalent 
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symptoms of diabetes disease are improper metabolism, 
hyperglycemia, and an increased risk of particular 
problems affecting the kidneys, eyes, and nervous system. 
All these parts are considered vital organs in the human 
body. Additionally, these symptoms are utilized to collect 
data, and then modelling is done based on gender and age 
categories [20]. However, current medical practice 
requires that a patient undergo a battery of tests to gather 
the information needed for diagnosis, following which 
therapy is delivered depending on the diagnosis [21]. 
Machine learning approaches are desperately needed in 
today's environment to reduce human effort while also 
achieving greater automation with fewer errors [22]. 
Therefore, this paper presents a model based on a machine 
learning technique for detecting diabetes illness. In 
addition, the technique of machine learning is learned 
based on a diabetes database and evaluated to find out its 
performance in the identification of diabetes illness. The 
proposed machine learning technique is named Support 
Vector Machine (SVM) and it is evaluated and compared 
with other algorithms in the detection of diabetes disease. 
Moreover, this paper is organized as follows: Section 2 
presents the related work. Section 3 gives the proposed 
method. Section 4 presents the diabetic database. Section 5 
presents the classification algorithm. Section 6 discusses 
the experimental results of the proposed method. Lastly, 
Section 7 gives the conclusion of this paper. 
 

 
 

Figure-1. Types of machine learning methods. 
 
2. RELATED WORK 

The investigation of related work provides 
outcomes on numerous healthcare datasets, where 
assessments and predictions were performed using 
different approaches and techniques. Many researchers 
have designed and implemented numerous prediction 
models employing different types of machine learning 
algorithms, data mining methods, or the incorporation of 
these approaches [23]. The study in [24] has proposed 
different classification techniques for diabetes prediction 
based on machine learning utilizing various classifiers. In 
other words, four classifier models are employed in this 
study which are Bagging, Random Forest (RF), Gradient 
Boosting (GB), and AdaBoosting. The diabetes prediction 
system using those classifiers constructed for this study is 

measured by accuracy, precision, F1-score, and recall. The 
accuracy of the RF model is up 75%, while the accuracy 
of the Bagging, AdaBoosting, and Gradient Boosting 
classifiers is 72%, 71%, and 76%, respectively. With a 
prediction accuracy of 76% for the Gradient Boosting 
classifier, it can be concluded that the Gradient Boosting 
classifier has achieved the best prediction accuracy among 
all ensemble classifiers tested to predict diabetes. 

In addition, a new framework is presented to 
study and evaluate diabetes prediction models based on 
machine learning techniques, namely K-Nearest Neighbor 
(KNN) and RF [25]. These techniques are regarded as the 
most widely used in the prediction part. Furthermore, in 
this study, it is suggested that a novel intelligent diabetes 
mellitus prediction framework be constructed utilizing 
machine learning. The authors presented the training 
processes, model evaluation strategies, and challenges 
related to diabetes prediction, as well as they provided 
solutions using the presented framework. The presented 
study achieved 83% prediction accuracy that has been 
obtained by the RF technique. Moreover, the KNN 
technique achieved 65% prediction accuracy. The results 
of this study may be useful to stakeholders, researchers, 
health professionals, and students who are working in 
diabetes prediction research.  

This study in [26] introduced two methods for 
diabetes prediction. The first is a classification-based 
method, whereas the second is a hybrid algorithm. Also, 
The RF technique is used for the identification. The 
XGBoost technique was used for the hybrid approach. 
These two methods were developed and compared to 
investigate the prediction accuracy in diabetes for two 
different machine learning techniques. The authors have 
utilized the PIMA diabetes database that has been 
presented by the National Institute of Diabetes (NID). The 
presented method obtained an accuracy score of 74.10% 
that has been obtained by the XGBoost algorithm, which 
is higher than the RF technique. Moreover, the RF 
algorithm achieved 71.9% accuracy.  

In the work in [27], different deep learning 
methods are presented to predict diabetes persons. 
Furthermore, it involves feature augmentation with a 
sparse autoencoder (SAE), data augmentation with a 
variational autoencoder (VAE), and a Convolutional 
Neural Network (CNN) which has been used for the 
classification. The Pima Indians Diabetes Database 
(PIDD) is used for training and testing the proposed 
methods, where this database considers patient 
information that needs to be analyzed. For example, 
insulin level (i.e., glucose), age, blood pressure, and 
number of pregnancies. The outcomes of this study show 
that the presented method has achieved 92.31% detection 
accuracy which has been obtained by the CNN technique.  

Additionally, the assessment of the PIDD dataset 
has been presented also in [28]. The standard deviation of 
characteristics is employed in this work. In the first stage, 
it has been used the standard deviation of attributes as 
power for computing K-Nearest Neighbour (KNN) to 
enhance classification accuracy. While, in the second 
stage, distance in KNN is processed based on the mean of 



                                  VOL. 19, NO. 5, MARCH 2024                                                                                                               ISSN 1819-6608 

ARPN Journal of Engineering and Applied Sciences 
©2006-2024 Asian Research Publishing Network (ARPN). All rights reserved. 

 
www.arpnjournals.com 

 

 
                                                                                                                                                        309 

the standard deviation of attributes to further enhance the 
classification accuracy. The analysis of the PIDD database 
is conducted by dividing the database into 90% training 
data and 10% testing data. The outcomes of this method 
showed that the average classification accuracy was 
83.2%, which is a significant increase over other standard 
techniques. 

Deep learning technique is used and presented for 
diabetic eye disease identification in [29]. The goal of this 
study was to develop an automated classification system 
for two scenarios: a) multi-class Diabetic Eye Illness 
(DEI) and b) Moderate Multi-Class (MMC). The 

presented model was evaluated on a variety of datasets 
that had been annotated by an ophthalmologist. The 
experiment was carried out using CNN models. 
Additionally, several performance enhancement 
approaches are used, such as fine-tuning, contrast 
enhancement, and optimization. The VGG16 model 
achieved a maximum accuracy of 85.95% for moderate 
multi-class classification and 88.3% for multi-class 
classification. According to the previously mentioned 
studies, Table-1 summarizes works that are related to 
diabetes detection using the algorithms of machine 
learning and deep learning.  

 
Table-1. The summary of related works for diabetes detection. 

 

Years Techniques Databases Results Reference 

2023 
RF, GB, Bagging, and 

AdaBoosting 
PIMA Indian 

Diabetes Dataset 

RF = 75% 
GB = 76% 

Bagging = 72% 
AdaBoosting = 71% 

[24] 

2022 KNN and RF 
Pima Indian 

Diabetes Database 
(PIDD) 

RF = 83% 
KNN = 65% 

[25] 

2021 RF and XGBoost PIMA 
RF = 71.9% 

XGBoost =74.10% 
[26] 

2021 CNN PIDD 92.31% [27] 

2021 KNN PIDD 83.2% [28] 

2020 CNN Messidor 85.95% and 88.3% [29] 

 
3. PROPOSED METHOD 

The proposed work aims to detect diabetes illness 
by using a machine learning algorithm. The proposed 
method consists of two main stages, where the first stage 
indicates the diabetes database. Furthermore, the second 
stage refers to the algorithm to classify the abnormal class 
(i.e., diabetes) from the normal class. In addition, Figure-2 
shows the flowchart of the proposed method. These two 
stages will be explained in the following sections, 
respectively. 
 

 
 

Figure-2. The flowchart of the proposed method. 
 
4. DIABETES DATASET 

The proposed model is assessed and tested using 
the Pima Indian Diabetes Dataset (PIDD) [30], which is 
considered an open-source database and it has been 
gathered from the Kaggle Repository [31]. The dataset 
contains numerous medical predictor variables such as the 
number of pregnancies the patient has had, insulin level, 
BMI (Body Mass Index), and age. Besides, it has one 

target variable which refers to the outcome. The age of 
users in the dataset is in the range of 21-81. In other 
words, the age for the youngest volunteer is 21 years old 
and the age for the oldest user is 81 years old. More details 
of this dataset can be found in [31]. 

Furthermore, this dataset contains 8 attributes 
(Features) and two class outputs (0 and 1), where class 0 
represents a patient without diabetes and class 1 represents 
a patient with diabetes. In the PIDD database, there are 
768 cases, 268 cases are referred to class 1, which is 
considered diabetic patients, and 500 cases are referred to 
class 0, which is considered non-diabetic patients. In 
addition, the PIDD database in this work is divided into 
80% and 20% for training and testing the proposed model, 
respectively. 
 
5. CLASSIFICATION ALGORITHM 

The Support Vector Machine (SVM) is 
considered a high-performing machine learning method 
that is used for classification intention [32]. In addition, it 
is one of the learned model techniques for predicting or 
classifying unknown data. The data is plotted in n-
dimensional space in the SVM approach, with the data 
acting as the point in the plot. Moreover, the data is plotted 
according to its category collected as a set in the graph. In 
other words, the SVM algorithm can be utilized to find the 
hyperplane that separates the data into two categories or 
classes. Figure-3 shows the SVM algorithm for two-
dimensional data. 
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Figure-3. The SVM algorithm. 
 

The SVM approach involves separating or 
dividing the dataset into two groups. The first group 
indicates the training process. In this group, the training 
process is conducting the training step by constructing a 
model based on the training data group or known data that 
has been acquired from the experimentation. Whilst, the 
second group indicated the testing process. In this group, 
the testing process conducts the classification of unknown 
data based on the training model. Thereafter, the testing 
group discovers the suitable class based on the coordinate 
range. In the SVM algorithm, every instance in the 
training data contains target values as well as different 
features or attributes. The fundamental goal of the SVM 
algorithm is to create a model that predicts the target 
values of the test data based on its features using the 
training data [33]. However, the same as other machine 
learning algorithms, the SVM algorithm performs poorly 
on noisy datasets with overlapping classes [34]. The SVM 
algorithm is utilized in systems for text identification [35], 
intrusion detection [36], and image processing [37]. Also, 
the SVM algorithm is easier than neural networks in terms 

of implementation [38]. Moreover, the SVM tool is 
considered an effective algorithm, particularly in high-
dimensional space [39]. 
 
6. RESULTS DISCUSSIONS 

The proposed model of machine learning is 
presented for the detection of diabetes disease. The 
proposed model uses the SVM algorithm for classifying 
the instances of diabetes patients’ class from the instances 
of non-diabetes people class. Moreover, the instances of 
both classes have been gathered from the PIDD database, 
which was created in India. From this database, there are 
268 cases are referred to class 1, which considered 
diabetic patients, and 500 cases are referred to class 0, 
which considered non-diabetic patients.  

Accordingly, the total number of instances used 
in the proposed model is 768 cases. Besides, in this study, 
the PIDD database is split into 80% and 20% for training 
and testing the proposed model, respectively. The 
proposed model is carried out based on Python over PC 
(windows 10 Home Edition 64-bit OS), Intel Core (TM) 
CPU i5-5200U, @2.30GHz, and 16GB RAM. For 
evaluating the performance of the proposed model, we 
have used Accuracy (ACC), Sensitivity (SEN), and 
Specificity (SPE) as performance measures. These 
measures are computed as the following equations [40]: 
 
ACC =  (TP +  TN)/(TP +  TN +  FP +  FN)    (1) 
 SEN =  TP/(TP +  FN)                                  (2) 
 SPE =  TN/(TN +  FP)                                     (3) 
 

Based on these measures, the performance of the 
proposed model is evaluated. Figure-4 shows the 
performance results of the proposed model in the detection 
of diabetes disease in terms of ACC, SEN, and SPE 
measures. The outcomes have shown that the proposed 
model based on the SVM algorithm achieved 81.8% ACC. 
Further, the performance of the SVM algorithm gained 
84.34% SEN and 74.35% SPE. 

 

 
 

Figure-4. The performance results of the proposed model. 
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Furthermore, Table-2 exhibits the confusion 

matrix of detection results for the diabetes disease utilizing 
the SVM algorithm. According to the obtained results, the 
performance of the proposed model based on the SVM 
algorithm showed satisfactory outcomes in the detection of 
diabetes disease. 
 

Table-2. The confusion matrix. 
 

 Predicted Class 

Actual Class 
97 10 

18 29 

 
In addition, the performance of the proposed 

model is evaluated with other works for the detection of 
diabetes disease such as the work in [41] is used the RF 
algorithm, Deep Neural Network (DNN) [42], Naïve 
Bayes (NB) [43], and Decision Tree (DT) [44]. The results 
showed that the performance of the proposed model based 
on the SVM algorithm outperformed the other methods in 
the detection of diabetes disease in terms of detection 
accuracy. Table 3 shows the comparison in terms of the 
accuracy between the proposed model and other methods. 
 

Table-3. Comparison of accuracy between methods. 
 

Methods Accuracies 

Proposed SVM 81.8% 

RF [41] 79.57 

DNN [42] 77.09% 

NB [43] 79% 

DT [44] 72% 

 
7. CONCLUSIONS 

Machin learning methods have been used 
effectively in various areas, including medical diagnostics. 
In this study, a model for detecting diabetes illness is 
presented. The proposed model is based on the SVM 
algorithm that has been used for classifying the people 
who are categorized as non-diabetic (class 0) from the 
people who are categorized as patients with diabetes (class 
1). The instances of both classes are gathered from the 
PIDD database. In class 0, there were 500 instances, while 
in class 1, there were 268 instances. Furthermore, the 
performance of the proposed model is assessed by ACC, 
SEN, and SPE. The outcomes of the proposed model 
which is based on the SVM algorithm have shown that the 
obtained ACC was 81.8%. Whereas, the results of the 
SEN and SPE were 84.34% and 74.35%, respectively. The 
performance of the proposed model can be considered 
adequate in diabetes detection. Moreover, the performance 
of the proposed model can be improved in future work by 
tuning the parameters of the SVM algorithm. Another 
future work can be assessing the proposed model with a 
varied number of instances or a balanced database. 
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